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Of course, not all of these lectures could be given at a five-day summer school at Toronto.
To help select topics, students are asked at the end of each lecture to turn in a piece of paper including

their name, date and email address on which you answer the following two questions in sentences.

(1) What was this lecture about?
(2) Write a question that you would like to see addressed in a subsequent lecture.

Subsequent lectures at the summer school will be selected material from these notes that will emphasize
the questions and interests expressed by the students.

1 Mathematical setting

• The mathematical setting for geometric mechanics involves manifolds, (matrix) Lie groups and (maybe
later) di↵eomorphisms

– Manifold M 'loc Rn e.g., n = 1 (scalars), n = m (m-vectors), n = m⇥m (matrices),

– Motion equation on TM : q̇(t) = f (q) =) transformation theory (pullbacks and all that)

– Hamilton’s principle for Lagrangian L : TM ! R vector fields

⇤ Euler–Lagrange equations on T ⇤M

⇤ Hamilton’s canonical equations on T ⇤M

⇤ Euler–Poincaré eqns on T ⇤e G ' g⇤ for reduced Lagrangian ` : g! R, e.g., rigid body.
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!

Figure 1: The fabric of geometric mechanics is woven by a network of fundamental contributions by at least a dozen
people to the dual fields of optics and motion.
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e

A Lie group G is a manifold. Its tangent space at the identity TeG is its Lie algebra g.
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2 Fermat’s principle

Pierre de Fermat

According to Fermat’s principle (1662):
The path between two points taken by a ray of light leaves the optical length
stationary under variations in a family of nearby paths.

This principle accurately describes the properties of light that is reflected by
mirrors, refracted at a boundary between di↵erent media or transmitted through
a medium with a continuously varying index of refraction. Fermat’s principle
defines a light ray and provides an example that will guide us in recognising the
principles of geometric mechanics.

Definition

2.1 (Optical length). The optical length of a path r(s) taken by a ray of light in passing from
point A to point B in three-dimensional space is defined by

A :=

Z B

A
n(r(s)) ds , (2.1)

where n(r) is the index of refraction at the spatial point r 2 R3 and

ds2 = dr(s) · dr(s) (2.2)

is the element of arc length ds along the ray path r(s) through that point.
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Definition

2.2 (Fermat’s principle for ray paths). The path r(s) taken by a ray of light passing from A to B
in three-dimensional space leaves the optical length stationary under variations in a family of
nearby paths r(s, ") depending smoothly on a parameter ". That is, the path r(s) satisfies

�A = 0 with �A :=
d

d"

����
"=0

Z B

A
n(r(s, ")) ds , (2.3)

where the deviations of the ray path r(s, ") from r(s) are assumed to vanish when " = 0, and to leave
its endpoints fixed.

Fermat’s principle of stationary ray paths is dual to Huygens’ principle (1678) of constructive interference
of waves. According to Huygens, among all possible paths from an object to an image, the waves corre-
sponding to the stationary path contribute most to the image because of their constructive interference.
Both principles are models that approximate more fundamental physical results derived from Maxwell’s
equations.

The Fermat and Huygens principles for geometric optics are also foundational ideas in mechanics. Indeed,
the founders of mechanics Newton, Lagrange and Hamilton all worked seriously in optics as well. We start
with Fermat and Huygens, whose works preceded Newton’s Principia Mathematica by 25 years, Lagrange’s
Mécanique Analytique by more than a century and Hamilton’s On a General Method in Dynamics by
more than 150 years.



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 10

After briefly discussing the geometric ideas underlying the principles of Fermat and Huygens and
using them to derive and interpret the eikonal equation for ray optics, these notes show that Fermat’s
principle naturally introduces Hamilton’s principle for the Euler–Lagrange equations, as well as the con-
cepts of phase space, Hamiltonian formulation, Poisson brackets, Hamiltonian vector fields, symplectic
transformations and momentum maps arising from reduction by symmetry.

In his time, Fermat discovered the geometric foundations of ray optics. This is our focus in these lectures.

2.1 Three-dimensional eikonal equation

Stationary paths Consider the possible ray paths in Fermat’s principle leading from point A to point
B in three-dimensional space as belonging to a family of C2 curves r(s, ") 2 R3 depending smoothly on a
real parameter " in an interval that includes " = 0. This "-family of paths r(s, ") defines a set of smooth
transformations of the ray path r(s). These transformations are taken to satisfy

r(s, 0) = r(s) , r(sA, ") = r(sA) , r(sB, ") = r(sB) . (2.4)

That is, " = 0 is the identity transformation of the ray path and its endpoints are left fixed. An infinitesimal
variation of the path r(s) is denoted by �r(s), defined by the variational derivative,

�r(s) :=
d

d"

����
"=0

r(s, ") , (2.5)

where the fixed endpoint conditions in (2.4) imply �r(sA) = 0 = �r(sB).



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 11

With these definitions, Fermat’s principle in Definition 2.2 implies the fundamental equation for the ray
paths, as follows.

Theorem

2.3 (Fermat’s principle implies the eikonal equation). Stationarity of the optical length, or action
A, under variations of the ray paths

0 = �A = �

Z B

A
n(r(s))

r
dr

ds
· dr
ds

ds , (2.6)

defined using arc-length parameter s, satisfying ds2 = dr(s) · dr(s) and |ṙ| = 1, implies the equation
for the ray path r 2 R3 is

d

ds

✓
n(r)

dr

ds

◆
=
@n

@r
. (2.7)

In ray optics, this is called the eikonal equation.1.

Remark

2.4 (Invariance under reparameterisation). The integral in (2.6) is invariant under reparameterisa-
tion of the ray path. In particular, it is invariant under transforming r(s) ! r(⌧ ) from arc length

1The term eikonal (from the Greek ✏◆o⌫↵ meaning image) was introduced into optics in Bruns [1895]

Wing
|dr/ds|=1 is derived by ds^2=dr•dr.  However is it generic for all path equations r(s)?

For Eikonal Equation, just note that d^2f(x)/df(x)^2=d(1)/df(x)=0.

d(n*dr/ds)/ds = (dn/ds)*(dr/ds)+n*(d^2r/ds^2) = (dn*dr/dr^2)+0=dn/dr

Wing
sqrt(dr/ds*dr/ds)=|dr/ds|=1
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ds to optical length d⌧ = n(r(s))ds. That is,Z B

A
n(r(s))

r
dr

ds
· dr
ds

ds =

Z B

A
n(r(⌧ ))

r
dr

d⌧
· dr
d⌧

d⌧ , (2.8)

in which |dr/d⌧ |2 = n�2(r(⌧ )).

We now prove Theorem 2.3.

Proof. The equation for determining the ray path that satisfies the stationary condition (2.6) may be
computed by introducing the "-family of paths into the action A, then di↵erentiating it with respect to "
under the integral sign, setting " = 0 and integrating by parts with respect to s, as follows:

0 = �

Z B

A
n(r(s))

p
ṙ · ṙ ds

=

Z B

A


|ṙ|@n
@r

· �r +
✓
n(r(s))

ṙ

|ṙ|

◆
· �ṙ
�
ds

=

Z B

A


|ṙ|@n
@r
� d

ds

✓
n(r(s))

ṙ

|ṙ|

◆�
· �r ds ,

where we have exchanged the order of the derivatives in s and ", and used the homogeneous endpoint
conditions in (2.4). We choose the arc-length variable ds2 = dr · dr, so that |ṙ| = 1 for ṙ := dr/ds. (This
means that d|ṙ|/ds = 0.) Consequently, the three-dimension eikonal equation (2.7) emerges for the ray
path r 2 R3.



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 13

Remark

2.5. From the viewpoint of historical contributions in classical mechanics, the eikonal equation (2.7)
is the three-dimensional

d

ds

✓
@L

@ṙ

◆
=
@L

@r
(2.9)

arising from Hamilton’s principle

�A = 0 with A =

Z B

A
L((r(s), ṙ(s)) ds

for the Lagrangian function
L((r(s), ṙ(s)) = n(r(s))

p
ṙ · ṙ , (2.10)

in Euclidean space.

Exercise. Verify that the same three-dimensional eikonal equation (2.7) also follows from Fer-
mat’s principle in the form

0 = �A = �

Z B

A

1

2
n2(r(⌧ ))

dr

d⌧
· dr
d⌧

d⌧ , (2.11)

after transforming to a new arc-length parameter ⌧ given by d⌧ = nds. F
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Answer. Denoting r0(⌧ ) = dr/d⌧ , one computes

0 = �A =

Z B

A

ds

d⌧


nds

d⌧

@n

@r
� d

ds

✓
nds

d⌧
n
dr

ds

◆�
· �r d⌧ , (2.12)

which agrees with the previous calculation upon reparameterising d⌧ = nds. N

Remark

2.6 (Finsler geometry and singular Lagrangians).
The Lagrangian function in (2.10) for the three-dimensional eikonal equation (2.7)

L(r, ṙ) = n(r)
q
�ijṙiṙj (2.13)

is homogeneous of degree 1 in ṙ. That is, L(r,�ṙ) = �L(r, ṙ) for any � > 0. Homogeneous functions
of degree 1 satisfy Euler’s relation,

ṙ · @L
@ṙ
� L = 0 . (2.14)

Hence, Fermat’s principle may be written as stationarity of the integral

A =

Z B

A
n(r(s)) ds =

Z B

A
p · dr for the quantity p :=

@L

@ṙ
.

The quantity p defined here will be interpreted later as the canonical momentum for ray optics.
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Taking another derivative of Euler’s relation (2.14) yields

@2L

@ṙi@ṙj
ṙj = 0

so the Hessian of the Lagrangian L with respect to the tangent vectors is singular (has a zero
determinant). A singular Lagrangian might become problematic in some situations. However, there
is a simple way of obtaining a regular Lagrangian whose ray paths are the same as those for the
singular Lagrangian arising in Fermat’s principle.

The Lagrangian function in the integrand of action (2.11) is related to the Fermat Lagrangian in
(2.13) by

1
2n

2(r) �ijṙ
iṙj = 1

2L
2 .

Computing the Hessian with respect to the tangent vector yields the Riemannian metric for the
regular Lagrangian in (2.11),

1

2

@2L2

@ṙi@ṙj
= n2(r) �ij .

The emergence of a Riemannian metric from the Hessian of the square of a homogeneous function
of degree 1 is the hallmark of Finsler geometry, of which Riemannian geometry is a special case.
Finsler geometry, however, is beyond our present scope. For more discussions of the ideas underlying
Finsler geometry, see, e.g., Rund [1959], Chern et al. [1999].

In the present case, the variational principle for the regular Lagrangian in (2.11) leads to the
same three-dimensional eikonal equation as that arising from Fermat’s principle in (2.6), but pa-
rameterised by optical length, rather than arc length. This will be su�cient for the purposes of
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studying ray trajectories because in geometric optics one is only concerned with the trajectories of
the ray paths in space, not their parameterisation.

Remark

2.7 (Newton’s law form of the eikonal equation). Reparameterising the ray path in terms of a variable
d� = n�1ds transforms the eikonal equation (2.7) into the form of Newton’s law,

d2r

d�2
=

1

2

@n2

@r
. (2.15)

Thus, in terms of the parameter � ray trajectories are governed by Newtonian dynamics. Interest-
ingly, this equation has a conserved energy integral,

E =
1

2

����drd�
����2 � 1

2
n2(r) . (2.16)

Exercise. Propose various forms of the squared index of refraction, e.g., cylindrically or spheri-
cally symmetric, then solve the eikonal equation in Newtonian form (2.15) for the ray paths and
interpret the results as optical devices, e.g., lenses.

What choices of the index of refraction lead to closed ray paths? F
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2.2 Three-dimensional Huygens wave fronts

Ray vector Fermat’s ray optics is complementary to Huygens’ wavelets. According to the Huygens
wavelet assumption, a level set of the wave front, S(r), moves along the ray vector, n(r), so that its
incremental change over a distance dr along the ray is given by

rS(r) · dr = n(r) · dr = n(r) ds . (2.17)

The geometric relationship between wave fronts and ray paths is illustrated in Figure 2.

Theorem

2.8 (Huygens–Fermat complementarity). Fermat’s eikonal equation (2.7) follows from the Huygens
wavelet equation (2.17)

rS(r) = n(r)
dr

ds
(Huygens’ equation) (2.18)

by di↵erentiating along the ray path.

Corollary

2.9. The wave front level sets S(r) = constant and the ray paths r(s) are mutually orthogonal.

Proof. The corollary follows once Equation (2.18) is proved, because rS(r) is along the ray vector and is
perpendicular to the level set of S(r).
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ray

ray

0

1

2

Figure 2: Huygens wave front and one of its corresponding ray paths. The wave front and ray path form
mutually orthogonal families of curves. The gradient rS(r) is normal to the wave front and tangent to
the ray through it at the point r.

Proof. Theorem 2.8 may be proved by a direct calculation applying the operation

d

ds
=

dr

ds
·r =

1

n
rS ·r

to Huygens’ equation (2.18). This yields the eikonal equation (2.7), by the following reasoning:

d

ds

✓
n
dr

ds

◆
=

1

n
rS ·r(rS) = 1

2n
r|rS|2 = 1

2n
rn2 = rn .



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 19

In this chain of equations, the first step substitutes

d/ds = n�1rS ·r .

The second step exchanges the order of derivatives. The third step uses the modulus of Huygens’ equation
(2.18) and invokes the property that |dr/ds|2 = 1.

Corollary

2.10. The modulus of Huygens’ equation (2.18) yields

|rS|2(r) = n2(r) (scalar eikonal equation) (2.19)

which follows because dr/ds = ŝ in Equation (2.7) is a unit vector.

Remark

2.11 (Hamilton–Jacobi equation). Corollary 2.10 arises as an algebraic result in the present con-
siderations. However, it also follows at a more fundamental level from Maxwell’s equations for
electrodynamics in the slowly varying amplitude approximation of geometric optics, cf. Born and
Wolf [1965, Chapter 3. See Keller [1962] for the modern extension of geometric optics to include
di↵raction. The scalar eikonal equation (2.19) is also known as the steady Hamilton–Jacobi
equation.
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Theorem

2.12 (Ibn Sahl–Snell law of refraction). The gradient in Huygens’ equation (2.18) defines the ray
vector

n = rS = n(r)̂s (2.20)

of magnitude |n| = n. Integration of this gradient around a closed path vanishes, thereby yieldingI
P
rS(r) · dr =

I
P
n(r) · dr = 0 . (2.21)

Let’s consider the case in which the closed path P surrounds a boundary separating two di↵erent
media. If we let the sides of the loop perpendicular to the interface shrink to zero, then only the
parts of the line integral tangential to the interface path will contribute. Since these contributions
must sum to zero, the tangential components of the ray vectors must be preserved. That is,

(n� n0)⇥ ẑ = 0 , (2.22)

where the primes refer to the side of the boundary into which the ray is transmitted, whose normal
vector is ẑ. Now imagine a ray piercing the boundary and passing into the region enclosed by the
integration loop. If ✓ and ✓0 are the angles of incidence and transmission, measured from the direction
ẑ normal to the boundary, then preservation of the tangential components of the ray vector means
that, as in Fig. 1.1,

n sin ✓ = n0 sin ✓0 . (2.23)
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This is the Ibn Sahl–Snell law of refraction, credited to Ibn Sahl (984) and Willebrord Snellius
(1621). A similar analysis may be applied in the case of a reflected ray to show that the angle of
incidence must equal the angle of reflection.

Figure 3: Ray tracing version (left) and Huygens’ version (right) of the Ibn Sahl–Snell law of refraction that n sin ✓ = n0 sin ✓0. This law is
implied in ray optics by preservation of the components of the ray vector tangential to the interface. According to Huygens’ principle the law
of refraction is implied by slower wave propagation in media of higher refractive index below the horizontal interface.
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Remark

2.13 (Momentum form of Ibn Sahl–Snell law). The
phenomenon of refraction may be seen as a break in the direction bs of the ray vector n(r(s)) = nbs
at a finite discontinuity in the refractive index n = |n| along the ray path r(s). According to the
eikonal equation (2.7) the jump (denoted by �) in three-dimensional canonical momentum across
the discontinuity must satisfy

�

✓
@L

@(dr/ds)

◆
⇥ @n

@r
= 0 .

This means the projections p and p0 of the ray vectors n(q, z) and n0(q, z) which lie tangent to
the plane of the discontinuity in refractive index will be invariant. In particular, the lengths of
these projections will be preserved. Consequently,

|p| = |p0| implies n sin ✓ = n0 sin ✓ 0 at z = 0.

This is again the Ibn Sahl–Snell law, now written in terms of canonical momentum.

Exercise. How do the canonical momenta di↵er in the two versions of Fermat’s principle in (2.6)
and (2.11)? Do their Ibn Sahl–Snell laws di↵er? Do their Hamiltonian formulations di↵er? F
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Answer. The first stationary principle (2.6) gives n(r(s))dr/ds for the optical momentum, while
the second one (2.11) gives its reparameterised version n2(r(⌧ ))dr/d⌧ . Because d/ds = nd/d⌧ ,
the values of the two versions of optical momentum agree in either parameterisation. Consequently,
their Ibn Sahl–Snell laws agree. N

Remark

2.14. As Newton discovered in his famous prism experiment, the propagation of a Huygens wave front
depends on the light frequency, !, through the frequency dependence n(r,!) of the index of refraction
of the medium. Having noted this possibility now, in what follows, we shall treat monochromatic
light of fixed frequency ! and ignore the e↵ects of frequency dispersion. We will also ignore finite-
wavelength e↵ects such as interference and di↵raction of light. These e↵ects were discovered in a
sequence of pioneering scientific investigations during the 350 years after Fermat.

2.3 Eikonal equation for axial ray optics

Most optical instruments are designed to possess a line of sight (or primary direction of propagation of
light) called the optical axis. Choosing coordinates so that the z-axis coincides with the optical axis
expresses the arc-length element ds in terms of the increment along the optical axis, dz, as

ds = [(dx)2 + (dy)2 + (dz)2]1/2

= [1 + ẋ2 + ẏ2]1/2 dz =
1

�
dz , (2.24)
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in which the added notation defines ẋ := dx/dz, ẏ := dy/dz and � := dz/ds.
For such optical instruments, formula (2.24) for the element of arc length may be used to express the

optical length in Fermat’s principle as an integral called the optical action,

A :=

Z zB

zA

L(x, y, ẋ, ẏ, z) dz . (2.25)

Definition

2.15. (Tangent vectors: Tangent bundle) The coordinates (x, y, ẋ, ẏ) 2 R2 ⇥ R2 designate
points along the ray path through the configuration space and the tangent space of possible
vectors along the ray trajectory. The position on a ray passing through an image plane at a fixed
value of z is denoted (x, y) 2 R2. The notation (x, y, ẋ, ẏ) 2 TR2 ' R2 ⇥ R2 for the combined space
of positions and tangent vectors designates the tangent bundle of R2. The space TR2 consists of
the union of all the position vectors (x, y) 2 R2 and all the possible tangent vectors (ẋ, ẏ) 2 R2 at
each position (x, y).

The integrand in the optical action A is expressed as L : TR2 ⇥ R! R, or explicitly as

L(x, y, ẋ, ẏ, z) = n(x, y, z)[1 + ẋ2 + ẏ2]1/2 =
n(x, y, z)

�
.

This is the optical Lagrangian, in which

� :=
1p

1 + ẋ2 + ẏ2
 1 .
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We may write the coordinates equivalently as (x, y, z) = (q, z) where q = (x, y) is a vector with compo-
nents in the plane perpendicular to the optical axis at displacement z.

The possible ray paths from point A to point B in space may be parameterised for axial ray optics as
a family of C2 curves q(z, ") 2 R2 depending smoothly on a real parameter " in an interval that includes
" = 0. The "-family of paths q(z, ") defines a set of smooth transformations of the ray path q(z). These
transformations are taken to satisfy

q(z, 0) = q(z) , q(zA, ") = q(zA) , q(zB, ") = q(zB) , (2.26)

so " = 0 is the identity transformation of the ray path and its endpoints are left fixed. Define the variation
of the optical action (2.25) using this parameter as

�A = �

Z zB

zA

L(q(z), q̇(z))dz

:=
d

d"

����
"=0

Z zB

zA

L(q(z, "), q̇(z, "))dz . (2.27)

In this formulation, Fermat’s principle is expressed as the stationary condition �A = 0 under
infinitesimal variations of the path. This condition implies the axial eikonal equation, as follows.

Theorem

2.16 (Fermat’s principle for axial eikonal equation). Stationarity under variations of the ac-
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tion A,

0 = �A = �

Z zB

zA

L(q(z), q̇(z))dz , (2.28)

for the optical Lagrangian

L(q, q̇, z) = n(q, z)[1 + |q̇|2]1/2 =: n
�
, (2.29)

with

� :=
dz

ds
=

1p
1 + |q̇|2

 1 , (2.30)

implies the axial eikonal equation

�
d

dz

⇣
n(q, z) �

dq

dz

⌘
=
@n

@q
, with

d

ds
= �

d

dz
. (2.31)

Proof. As in the derivation of the eikonal equation (2.7), di↵erentiating with respect to " under the integral
sign, denoting the variational derivative as

�q(z) :=
d

d"

����
"=0

q(z, ") (2.32)
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and integrating by parts produces the following variation of the optical action:

0 = �A = �

Z
L(q, q̇, z)dz (2.33)

=

Z ✓
@L

@q
� d

dz

@L

@q̇

◆
· �q dz +


@L

@q̇
· �q
�zB
zA

.

In the second line, one assumes equality of cross derivatives, qz" = q"z evaluated at " = 0, and thereby
exchanges the order of derivatives; so that

�q̇ =
d

dz
�q .

The endpoint terms vanish in the ensuing integration by parts, because �q(zA) = 0 = �q(zB). That is,
the variation in the ray path must vanish at the prescribed spatial points A and B at zA and zB along
the optical axis. Since �q is otherwise arbitrary, the principle of stationary action expressed in Equation
(2.28) is equivalent to the following equation, written in a standard form later made famous by Euler and
Lagrange:

@L

@q
� d

dz

@L

@q̇
= 0 (Euler–Lagrange equation) . (2.34)

After a short algebraic manipulation using the explicit form of the optical Lagrangian in (2.29), the Euler–
Lagrange equation (2.34) for the light rays yields the eikonal equation (2.31), in which � d/dz = d/ds
relates derivatives along the optical axis to derivatives in the arc-length parameter.
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Exercise. Check that the eikonal equation (2.31) follows from the Euler–Lagrange equation
(2.34) with the Lagrangian (2.29). F

Corollary

2.17 (Noether’s theorem). Each smooth symmetry of the Lagrangian in an action principle implies a
conservation law for its Euler–Lagrange equation Noether [1918].

Proof. In a stationary action principle �A = 0 for A =
R
Ldz as in (2.28), the Lagrangian L has a

symmetry if it is invariant under the transformations q(z, 0)! q(z, "). In this case, stationarity �A = 0
under the infinitesimal variations defined in (2.32) follows because of this invariance of the Lagrangian,
even if these variations did not vanish at the endpoints in time. The variational calculation (2.33)

0 = �A =

Z ✓
@L

@q
� d

dz

@L

@q̇

◆
| {z }
Euler–Lagrange

· �q dz +


@L

@q̇
· �q
�zB
zA| {z }

Noether

(2.35)

then shows that along the solution paths of the Euler–Lagrange equation (2.34) any smooth symmetry of
the Lagrangian L implies 

@L

@q̇
· �q
�zB
zA

= 0.
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Thus, the quantity �q · (@L/@q̇) is a constant of the motion (i.e., it is constant along the solution paths
of the Euler–Lagrange equation) whenever �A = 0, because of the symmetry of the Lagrangian L in the
action A =

R
Ldt.

Exercise. What does Noether’s theorem imply for symmetries of the action principle given by
�A = 0 for the following action?

A =

Z zB

zA

L(q̇(z))dz .

F

Answer. In this case, @L/@q = 0. This means the action A is invariant under translations
q(z) ! q(z) + " for any constant vector ". Setting �q = " in the Noether theorem associates
conservation of any component of p := (@L/@q̇) with invariance of the action under spatial
translations in that direction. For this case, the conservation law also follows immediately from
the Euler–Lagrange equation (2.34). N

2.4 The eikonal equation for mirages

Air adjacent to a hot surface rises in temperature and becomes less dense (Figure 4). Thus over a flat hot
surface, such as a desert expanse or a sun-baked roadway, air density locally increases with height and the
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cool air

warm air

mirage

B
A

C

Figure 4: Fermat’s principle states that the ray path from an observer at A to point B in space is a stationary path of optical length. For
example, along a sun-baked road, the temperature of the air is warmest near the road and decreases with height, so that the index of refraction,
n, increases in the vertical direction. For an observer at A, the curved path has the same optical path length as the straight line. Therefore,
he sees not only the direct line-of-sight image of the tree top at B, but it also appears to him that the tree top has a mirror image at C. If
there is no tree, the observer sees a direct image of the sky and also its mirror image of the same optical length, thereby giving the impression,
perhaps sadly, that he is looking at water, when there is none.

average refractive index may be approximated by a linear variation of the form

n(x) = n0(1 + x) ,

where x is the vertical height above the planar surface, n0 is the refractive index at ground level and  is
a positive constant. We may use the eikonal equation (2.31) to find an equation for the approximate ray
trajectory. This will be an equation for the ray height x as a function of ground distance z of a light ray
launched from a height x0 at an angle ✓0 with respect to the horizontal surface of the earth.
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Figure 5: Ray trajectories are diverted in a spatially varying medium whose refractive index increases with height above a hot planar surface.

In this geometry, the eikonal equation (2.31) implies

1p
1 + ẋ2

d

dz

✓
(1 + x)p
1 + ẋ2

ẋ

◆
=  .

For nearly horizontal rays, ẋ2 ⌧ 1, and if the variation in refractive index is also small then x ⌧ 1. In
this case, the eikonal equation simplifies considerably to

d2x

dz2
⇡  for x⌧ 1 and ẋ2 ⌧ 1 . (2.36)
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Thus, the ray trajectory is given approximately by

r(z) = x(z) x̂ + z ẑ

=
⇣
2
z2 + tan ✓0z + x0

⌘
x̂ + z ẑ .

The resulting parabolic divergence of rays above the hot surface is shown in Figure 5.

Exercise. Explain how the ray pattern would di↵er from the rays shown in Figure 5 if the
refractive index were decreasing with height x above the surface, rather than increasing. F

2.5 Paraxial optics and classical mechanics

Rays whose direction is nearly along the optical axis are called paraxial. In a medium whose refractive
index is nearly homogeneous, paraxial rays remain paraxial and geometric optics closely resembles classical
mechanics. Consider the trajectories of paraxial rays through a medium whose refractive index may be
approximated by

n(q, z) = n0 � ⌫(q, z) , with ⌫(0, z) = 0 and ⌫(q, z)/n0 ⌧ 1 .

Being nearly parallel to the optical axis, paraxial rays satisfy ✓ ⌧ 1 and |p|/n ⌧ 1; so the optical
Hamiltonian (3.9) may then be approximated by

H = �n


1� |p|2

n2

�1/2
' �n0 +

|p|2

2n0
+ ⌫(q, z) .
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The constant n0 here is immaterial to the dynamics. This calculation shows the following.

Lemma

2.18. Geometric ray optics in the paraxial regime corresponds to classical mechanics with a time-
dependent potential ⌫(q, z), upon identifying z $ t.

Exercise. Show that the canonical equations for paraxial rays recover the mirage equation (2.36)
when n = ns(1 + x) for  > 0.

Explain what happens to the ray pattern when  < 0. F
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3 Lecture 2: Hamiltonian formulation of axial ray optics

Object

Plane

Image

Plane

q
p n(q, z)

z

Figure 6: Geometrically, the momentum p associated with the coordinate q by Equation (3.1) on the image plane at z
turns out to be the projection onto the plane of the ray vector n(q, z) = rS = n(q, z)dr/ds passing through the point
q(z). That is, |p| = n(q, z) sin ✓, where cos ✓ = dz/ds is the direction cosine of the ray with respect to the optical z-axis.

Definition

3.1 (Canonical momentum). The canonical momentum (denoted as p) associated with the ray path
position q in an image plane, or image screen, at a fixed value of z along the optical axis is
defined as

p =
@L

@q̇
, with q̇ :=

dq

dz
. (3.1)



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 35

Remark

3.2. For the optical Lagrangian (2.29), the corresponding canonical momentum for axial ray op-
tics is found to be

p =
@L

@q̇
= n� q̇ , which satisfies |p|2 = n2(1� �2) . (3.2)

Figure 6 illustrates the geometrical interpretation of this momentum for optical rays as the projection
along the optical axis of the ray onto an image plane.

Remark

3.3. From the definition of optical momentum (3.2), the corresponding velocity q̇ = dq/dz is
found as a function of position and momentum (q,p) as

q̇ =
pp

n2(q, z)� |p|2
. (3.3)

A Lagrangian admitting such an invertible relation between q̇ and p is said to be nondegenerate
(or hyperregular [MaRa1994]). Moreover, the velocity is real-valued, provided

n2 � |p|2 > 0 . (3.4)

The latter condition is explained geometrically, as follows.
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3.1 Geometry, phase space and the ray path

Huygens’ equation (2.18) summons the following geometric picture of the ray path, as shown in Figure 6.
Along the optical axis (the z-axis) each image plane normal to the axis is pierced at a point q = (x, y) by
the ray vector, defined as

n(q, z) = rS = n(q, z)
dr

ds
.

The ray vector is tangent to the ray path and has magnitude n(q, z). This vector makes an angle ✓(z)
with respect to the z-axis at point q. Its direction cosine with respect to the z-axis is given by

cos ✓ := ẑ · dr
ds

=
dz

ds
= � . (3.5)

This definition of cos ✓ leads by (3.2) to

|p| = n sin ✓ and
p

n2 � |p|2 = n cos ✓ . (3.6)

Thus, the projection of the ray vector n(q, z) onto the image plane is the momentum p(z) of the ray
(Figure 1.6). In three-dimensional vector notation, this is expressed as

p(z) = n(q, z)� ẑ
⇣
ẑ · n(q, z)

⌘
. (3.7)

The coordinates (q(z),p(z)) determine each ray’s position and orientation completely as a function of
propagation distance z along the optical axis.
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Image
Plane

q

p n(q, z)

z
θ

θ

Figure 7: The canonical momentum p associated with the coordinate q by Equation (3.1) on the image plane at z has magnitude |p| =
n(q, z) sin ✓, where cos ✓ = dz/ds is the direction cosine of the ray with respect to the optical z-axis.

Definition

3.4 (Optical phase space, or cotangent bundle). The coordinates (q,p) 2 R2⇥R2 comprise the phase-
space of the ray trajectory. The position on an image plane is denoted q 2 R2. Phase-space
coordinates are denoted (q,p) 2 T ⇤R2. The notation T ⇤R2 ' R2⇥R2 for phase space designates the
cotangent bundle of R2. The space T ⇤R2 consists of the union of all the position vectors q 2 R2

and all the possible canonical momentum vectors p 2 R2 at each position q.
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Remark

3.5. The phase space T ⇤R2 for ray optics is restricted to the disc

|p| < n(q, z) ,

so that cos ✓ in (3.6) remains real. When n2 = |p|2, the ray trajectory is tangent to the image
screen and is said to have grazing incidence to the screen at a certain value of z. Rays of grazing
incidence are eliminated by restricting the momentum in the phase space for ray optics to lie in a
disc |p|2 < n2(q, z). This restriction implies that the velocity will remain real, finite and of a single
sign, which we may choose to be positive (q̇ > 0) in the direction of propagation.
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3.2 Legendre transformation

The passage from the description of the eikonal equation for ray optics in variables (q, q̇, z) to its phase-
space description in variables (q,p, z) is accomplished by applying the Legendre transformation from
the Lagrangian L to the Hamiltonian H , defined as

H(q,p) = p · q̇� L(q, q̇, z) . (3.8)

For the Lagrangian (2.29) the Legendre transformation (3.8) leads to the following optical Hamiltonian,

H(q,p) = n� |q̇|2 � n/� = �n� = �
⇥
n(q, z)2 � |p|2

⇤1/2
, (3.9)

upon using formula (3.3) for the velocity q̇(z) in terms of the position q(z) at which the ray punctures the
screen at z and its canonical momentum there is p(z). Thus, in the geometric picture of canonical screen
optics in Figure 6, the component of the ray vector along the optical axis is (minus) the Hamiltonian. That
is,

ẑ · n(q, z) = n(q, z) cos ✓ = �H . (3.10)

Remark

3.6. The optical Hamiltonian in (3.9) takes real values, so long as the phase space for ray op-
tics is restricted to the disc |p|  n(q, z). The boundary of this disc is the zero level set of the
Hamiltonian, H = 0. Thus, flows that preserve the value of the optical Hamiltonian will remain
inside its restricted phase space.
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Theorem

3.7. The phase-space description of the ray path follows from Hamilton’s canonical
equations, which are defined as

q̇ =
@H

@p
, ṗ = � @H

@q
. (3.11)

With the optical Hamiltonian H(q,p) = �
⇥
n(q, z)2 � |p|2

⇤1/2
in (3.9), these are

q̇ =
�1
H

p , ṗ =
�1
2H

@n2

@q
. (3.12)

Proof. Hamilton’s canonical equations are obtained by di↵erentiating both sides of the Legendre transfor-
mation formula (3.8) to find

dH(q,p, z) = 0 · dq̇ +
@H

@p
· dp +

@H

@q
· dq +

@H

@z
· dz

=

✓
p� @L

@q̇

◆
· dq̇ + q̇ · dp� @L

@q
· dq� @L

@z
dz .

The coe�cient of (dq̇) vanishes in this expression by virtue of the definition of canonical momentum. The
vanishing of this coe�cient is required for H to be independent of q̇. Identifying the other coe�cients
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yields the relations
@H

@p
= q̇ ,

@H

@q
= �@L

@q
= � d

dz

@L

@q̇
= � ṗ , (3.13)

and
@H

@z
= � @L

@z
, (3.14)

in which one uses the Euler–Lagrange equation to derive the second relation. Hence, one finds the canonical
Hamiltonian formulas (3.11) in Theorem 3.7.

Definition

3.8 (Canonical momentum). The momentum p defined in (3.1) that appears with the position q

in Hamilton’s canonical equations (3.11) is called the canonical momentum.
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4 Hamiltonian form of optical transmission

Proposition

4.1 (Canonical bracket).Hamilton’s canonical equations (3.11) arise from a bracket operation,�
F, H

 
=
@F

@q
· @H
@p
� @H

@q
· @F
@p

, (4.1)

expressed in terms of position q and momentum p.

Proof. One directly verifies

q̇ =
�
q, H

 
=
@H

@p
and ṗ =

�
p, H

 
= � @H

@q
.

Definition

4.2 (Canonically conjugate variables). The components qi and pj of position q and momentum p

satisfy �
qi, pj

 
= �ij , (4.2)

with respect to the canonical bracket operation (4.1). Variables that satisfy this relation are said to
be canonically conjugate.
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Definition

4.3 (Dynamical systems in Hamiltonian form). A dynamical system on the tangent space TM of a
space M

ẋ(t) = F(x) , x 2M ,

is said to be in Hamiltonian form if it can be expressed as

ẋ(t) = {x, H} , for H : M ! R , (4.3)

in terms of a Poisson bracket operation {· , ·}, which is a map among smooth real functions F(M) :
M ! R on M ,

{· , ·} : F(M)⇥ F(M)! F(M) , (4.4)

so that Ḟ = {F , H} for any F 2 F(M).
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Definition

4.4 (Poisson bracket). A Poisson bracket operation {· , ·} is defined as possessing the
following properties:

• It is bilinear.

• It is skew-symmetric, {F , H} = � {H , F}.

• It satisfies the Leibniz rule (product rule),

{FG , H} = {F , H}G + F{G , H} ,

for the product of any two functions F and G on M .

• It satisfies the Jacobi identity,

{F , {G , H}} + {G , {H , F}} + {H , {F , G}} = 0 , (4.5)

for any three functions F , G and H on M .
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Remark

4.5. Definition 4.4 of the Poisson bracket certainly includes the canonical Poisson bracket in
(4.1) that produces Hamilton’s canonical equations (3.11), with position q and conjugate momentum
p. However, this definition does not require the Poisson bracket to be expressed in the canonical
form (4.1).

Exercise. Show that the defining properties of a Poisson bracket hold for the canonical bracket
expression in (4.1). F

Exercise. Compute the Jacobi identity (4.5) using the canonical Poisson bracket (4.1) in one
dimension for F = p, G = q and H arbitrary. F

Exercise. What does the Jacobi identity (4.5) imply about {F , G} when F and G are constants
of motion, so that {F , H} = 0 and {G , H} = 0 for a Hamiltonian H? F
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Exercise. How do the Hamiltonian formulations di↵er in the two versions of Fermat’s principle
in (2.6) and (2.11)? F

Answer. The two Hamiltonian formulations di↵er, because the Lagrangian in (2.6) is homo-
geneous of degree 1 in its velocity, while the Lagrangian in (2.11) is homogeneous of degree 2.
Consequently, under the Legendre transformation, the Hamiltonian in the first formulation van-
ishes identically, while the other Hamiltonian is quadratic in its momentum, namely,

H = |p|2/(2n)2 .

N
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Definition

4.6 (Hamiltonian vector fields and flows).A Hamiltonian vector field XF is a map from
a function F 2 F(M) on space M with Poisson bracket { · , · } to a tangent vector on its tangent
space TM given by the Poisson bracket. When M is the optical phase space T ⇤R2, this map is
given by the partial di↵erential operator obtained by inserting the phase-space function F into
the canonical Poisson bracket,

XF = { · , F} =
@F

@p
· @
@q
� @F

@q
· @
@p

.

The solution x(t) = �Ft x of the resulting di↵erential equation,

ẋ(t) = {x , F} with x 2M ,

yields the flow �Ft : R ⇥M ! M of the Hamiltonian vector field XF on M . Assuming that it
exists and is unique, the solution x(t) of the di↵erential equation is a curve on M parameterised
by t 2 R. The tangent vector ẋ(t) to the flow represented by the curve x(t) at time t satisfies

ẋ(t) = XFx(t) ,

which is the characteristic equation of the Hamiltonian vector field on manifold M .
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Remark

4.7 (Caution about caustics). Caustics were discussed definitively in a famous unpublished paper
written by Hamilton in 1823 at the age of 18. Hamilton later published what he called “supple-
ments” to this paper in 1830 and 1837. The optical singularities discussed by Hamilton form in
bright caustic surfaces when light reflects o↵ a curved mirror. In the present context, we shall
avoid caustics. Indeed, we shall avoid reflection altogether and deal only with smooth Hamiltonian
flows in media whose spatial variation in refractive index is smooth. For a modern discussion of
caustics, see Arnold [1994].
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4.1 Translation-invariant media

• If n = n(q), so that the medium is invariant under translations along the optical axis with
coordinate z, then

ẑ · n(q, z) = n(q, z) cos ✓ = �H

in (3.10) is conserved. That is, the projection ẑ · n(q, z) of the ray vector along the optical axis is
constant in translation-invariant media.

• For translation-invariant media, the eikonal equation (2.31) simplifies via the canonical equations (3.12)
to Newtonian dynamics,

q̈ = � 1

2H2

@n2

@q
for q 2 R2 . (4.6)

• Thus, in translation-invariant media, geometric ray tracing formally reduces to Newtonian dynamics
in z, with a potential �n2(q) and with time z rescaled along each path by the constant value of

p
2H

determined from the initial conditions for each ray at the object screen at z = 0.

Remark

4.8. In media for which the index of refraction is not translation-invariant, the optical Hamilto-
nian n(q, z) cos ✓ = �H is not generally conserved.
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4.2 Axisymmetric, translation-invariant materials

In axisymmetric, translation-invariant media, the index of refraction may depend on the distance from
the optical axis, r = |q|, but does not depend on the azimuthal angle. As we have seen, translation
invariance implies conservation of the optical Hamiltonian. Axisymmetry implies yet another constant of
motion. This additional constant of motion allows the Hamiltonian system for the light rays to be reduced
to phase-plane analysis. For such media, the index of refraction satisfies

n(q, z) = n(r) , where r = |q| . (4.7)

Passing to polar coordinates (r,�) yields

q = (x, y) = r(cos�, sin�) ,

p = (px, py)

= (pr cos�� p� sin�/r, pr sin� + p� cos�/r) ,

so that
|p|2 = p2r + p2�/r

2 . (4.8)

Consequently, the optical Hamiltonian,

H = �
⇥
n(r)2 � p2r � p2�/r

2
⇤1/2

, (4.9)

is independent of the azimuthal angle �. This independence of angle � leads to conservation of its
canonically conjugate momentum p�, whose interpretation will be discussed in a moment.
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Exercise. Verify formula (4.9) for the optical Hamiltonian governing ray optics in axisymmetric,
translation-invariant media by computing the Legendre transformation. F

Answer. Fermat’s principle �S = 0 for S =
R
Ldz in axisymmetric, translation-invariant

material may be written in polar coordinates using the Lagrangian

L = n(r)
q

1 + ṙ2 + r2�̇2 , (4.10)

from which one finds

pr =
@L

@ṙ
=

n(r)ṙq
1 + ṙ2 + r2�̇2

,

and
p�
r

=
1

r

@L

@�̇
=

n(r)r�̇q
1 + ṙ2 + r2�̇2

.

Consequently, the velocities and momenta are related by

1q
1 + ṙ2 + r2�̇2

=

s
1�

p2r + p2�/r
2

n2(r)
=
p
1� |p|2/n2(r) ,

which allows the velocities to be obtained from the momenta and positions. The Legendre trans-
formation (3.9),

H(r, pr, p�) = ṙpr + �̇p� � L(r, ṙ, �̇) ,
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then yields formula (4.9) for the optical Hamiltonian. N

Exercise. Interpret the quantity p� in terms of the vector phase-space variables p and q. F

Answer. The vector q points from the optical axis and lies in the optical (x, y) or (r,�) plane.
Hence, the quantity p� may be expressed in terms of the vector image-screen phase-space variables
p and q as

|p⇥ q|2 = |p|2|q|2 � (p · q)2 = p2� . (4.11)

This may be obtained by using the relations

|p|2 = p2r +
p2�
r2

, |q|2 = r2 and q · p = rpr .

One interprets p� = p⇥ q as the oriented area spanned on the optical screen by the vectors q
and p. N

Exercise. Show that Corollary 2.17 (Noether’s theorem) implies conservation of the quantity p�
for the axisymmetric Lagrangian (4.10) in polar coordinates. F

Answer. The Lagrangian (4.10) is invariant under �! �+ " for constant ". Noether’s theorem
then implies conservation of p� = @L/@�̇. N
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Exercise. What conservation law does Noether’s theorem imply for the invariance of the La-
grangian (4.10) under translations in time t! t + ✏ for a real constant ✏ 2 R? F

4.3 Hamiltonian optics in polar coordinates

Hamilton’s equations in polar coordinates are defined for axisymmetric, translation-invariant media by the
canonical Poisson brackets with the optical Hamiltonian (4.9),

ṙ = {r, H} =
@H

@pr
= � pr

H
,

ṗr = {pr, H} = � @H
@r

= � 1

2H

@

@r

 
n2(r)�

p2�
r2

!
,

�̇ = {�, H} =
@H

@p�
= � p�

Hr2
, (4.12)

ṗ� = {p�, H} = � @H
@�

= 0 .

In the Hamiltonian for axisymmetric ray optics (4.9), the constant of the motion p� may be regarded as
a parameter that is set by the initial conditions. Consequently, the motion governed by (4.12) restricts to
canonical Hamiltonian dynamics for r(z), pr(z) in a reduced phase space.
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Remark

4.9 (An equivalent reduction). Alternatively, the level sets of the Hamiltonian H = const and angular
momentum p� = const may be regarded as two surfaces in R3 with coordinates � = (r, pr, p�). In
these R3 coordinates, Hamilton’s equations (4.12) may be written as

�̇(t) = � @p�
@�
⇥ @H

@�
with � 2 R3 . (4.13)

This means that the evolution in R3 with coordinates � = (r, pr, p�) takes place along the intersections
of the level sets of the constants of motion p� and H. On a level set of p� the R3 equations (4.13)
restrict to the first two equations in the canonical system (4.12).
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Remark

4.10 (Evolution of azimuthal angle). The evolution of the azimuthal angle, or phase, �(z) in po-
lar coordinates for a given value of p� decouples from the rest of the equations in (4.12) and may be
found separately, after solving the canonical equations for r(z) and pr(z).

The polar canonical equation for �(z) in (4.12) implies, for a given orbit r(z), that the phase may be
obtained as a quadrature,

��(z) =

Z z @H

@p�
dz = � p�

H

Z z 1

r2(z)
dz , (4.14)

where p� and H are constants of the motion. Because in this case the integrand is a square, the polar
azimuthal angle, or phase, ��(z) must either increase or decrease monotonically in axisymmetric ray
optics, depending on whether the sign of the conserved ratio p�/H is negative, or positive, respectively.
Moreover, for a fixed value of the ratio p�/H , rays that are closer to the optical axis circulate around it
faster.

The reconstruction of the phase for solutions of Hamilton’s optical equations (4.12) for ray paths in an
axisymmetric, translation-invariant medium has some interesting geometric features for periodic orbits in
the radial (r, pr) phase plane.
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4.4 Geometric phase for Fermat’s principle

One may decompose the total phase change around a closed periodic orbit of period Z in the phase space
of radial variables (r, pr) into the sum of the following two parts:I

p� d� = p��� = �
I

pr dr| {z }
geometric

+

I
p · dq| {z }

dynamic

. (4.15)

On writing this decomposition of the phase as

�� = ��geom +��dyn ,

one sees that

p���geom =
1

H

I
p2rdz = �

ZZ
dpr ^ dr (4.16)

is the area enclosed by the periodic orbit in the radial phase plane. Thus the name geometric phase
for ��geom, because this part of the phase only depends on the geometric area of the periodic orbit. The
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rest of the phase is given by

p���dyn =

I
p · dq

=

I ✓
pr
@H

@pr
+ p�

@H

@p�

◆
dz

=
�1
H

I ✓
p2r +

p2�
r2

◆
dz

=
1

H

I �
H2 � n2(|q(z)|)

�
dz

= ZH � Z

H

⌦
n2
↵
, (4.17)

where the loop integral
H
n2(|q(z)|)dz = Zhn2i defines the average hn2i over the orbit of period Z of the

squared index of refraction. This part of the phase depends on the Hamiltonian, orbital period and average
of the squared index of refraction over the orbit. Thus the name dynamic phase for ��dyn, because
this part of the phase depends on the dynamics of the orbit, not just its area.
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4.5 Skewness

Definition

4.11. The quantity
p� = p⇥ q = ypx � xpy , (4.18)

is called the skewness function.2

Remark

4.12. By (4.12) the skewness is conserved for rays in axisymmetric media.

Remark

4.13. Geometrically, the skewness given by the cross product S = p ⇥ q is the area spanned on
an image screen by the vectors p and q (Figure 1.7). This geometric conservation law for screen
optics was first noticed by Lagrange in paraxial lens optics and it is still called Lagrange’s invari-
ant in that field. On each screen, the angle, length and point of intersection of the ray vector with
the screen may vary. However, the oriented area S = p⇥q will be the same on each screen, for rays
propagating in an axisymmetric medium. This is the geometric meaning of Lagrange’s invariant.

2This is short notation for p� = ẑ ·p⇥ q. Scalar notation is standard for a vector normal to a plane that arises as a cross product of vectors in the plane. Of course,
the notation for skewness S cannot be confused with the action S.
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Image
Plane

q

p

n(q, z)

z

Figure 8: The skewness S = p ⇥ q of a ray n(q, z) is an oriented area in an image plane. For axisymmetric media,
skewness is preserved as a function of distance z along the optical axis. The projection ẑ · n(q, z) is also conserved,
provided the medium is invariant under translations along the optical axis.

Conservation of the skewness function p� = p⇥ q follows in the reduced system (4.12) by computing

dp�
dz

= {p�, H} = � @H
@�

= 0 ,

which vanishes because the optical Hamiltonian for an axisymmetric medium is independent of the az-
imuthal angle � about the optical axis.
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Exercise. Check that Hamilton’s canonical equations for ray optics (3.12) with the optical
Hamiltonian (3.9) conserve the skewness function p� = p ⇥ q when the refractive index satisfies
(4.7). F

Remark

4.14. The values of the skewness function characterise the various types of rays [Wo2004].

• Vanishing of p⇥ q occurs for meridional rays, for which p⇥ q = 0 implies that p and q are
collinear in the image plane (p k q).

• On the other hand, p� takes its maximum value for sagittal rays, for which p · q = 0, so that
p and q are orthogonal in the image plane (p ? q).

• Rays that are neither collinear nor orthogonal are said to be skew rays.
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Remark

4.15 (Sign conventions in optics and mechanics). Unfortunately, the sign conventions di↵er between
two fundamental ideas that are mathematically the same. Namely, in optics the skewness that char-
acterises the rays is written in the two-dimensional image plane as S = p⇥ q, while in mechanics
the angular momentum of a particle with momentum p at position q in three-dimensional is written
as L = q ⇥ p. When working in either of these fields, it’s probably best to adopt the customs of
the natives. However, one must keep a sharp eye out for the di↵erence in signs of rotations when
moving between these fields.
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Exercise. (Phase-plane reduction)

• Solve Hamilton’s canonical equations for axisymmetric, translation-invariant media in the
case of an optical fibre with a radially varying index of refraction in the following form,

n2(r) = �2 + (µ� ⌫r2)2 , �, µ, ⌫ = constants,

by reducing the problem to phase-plane analysis. How does the phase-space portrait di↵er
between p� = 0 and p� 6= 0? What happens when ⌫ changes sign?

• What regions of the phase plane admit real solutions? Is it possible for a phase point to pass
from a region with real solutions to a region with complex solutions during its evolution?
Prove it.

• Compute the dynamic and geometric phases for a periodic orbit of period Z in the (r, pr)
phase plane.

Hint: For p� 6= 0 the problem reduces to a Du�ng oscillator (Newtonian motion in a quartic
potential) in a rotating frame, up to a rescaling of time by the value of the Hamiltonian on each
ray “orbit”.

See [HoKo1991] for a discussion of optical ray chaos under periodic perturbations of this solution.
F
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4.6 Lagrange invariant: Poisson bracket relations

Under the canonical Poisson bracket (4.1), the skewness function, or Lagrange invariant,

S = p� = ẑ · p⇥ q = ypx � xpy , (4.19)

generates rotations of q and p jointly in the image plane. Both q and p are rotated by the same angle
� around the optical axis ẑ. In other words, the equation (dq/d�, dp/d�) = {(q,p) , S} defined by the
Poisson bracket,

d

d�
= XS =

n
· , S

o
= q⇥ ẑ · @

@q
+ p⇥ ẑ · @

@p
, (4.20)

has the solution ✓
q(�)
p(�)

◆
=

✓
Rz(�) 0
0 Rz(�)

◆✓
q(0)
p(0)

◆
. (4.21)

Here the matrix

Rz(�) =

✓
cos� sin�
� sin� cos�

◆
(4.22)

represents rotation of both q and p by an angle � about the optical axis.

Remark

4.16. The application of the Hamiltonian vector field XS for skewness in (4.20) to the position
vector q yields

XSq = � ẑ⇥ q . (4.23)
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Likewise, the application of the Hamiltonian vector field XS for skewness in (4.20) to the momentum
vector yields

XSp = � ẑ⇥ p . (4.24)

Thus, the application of XS to the vectors q 2 R3 and p 2 R3 rotates them both about ẑ by the same
angle.

Definition

4.17 (Diagonal action and cotangent lift). Together, formulas (4.23) and (4.24) comprise the di-
agonal action on (q,p) of axial rotations about ẑ. The rotation of the momentum vector p that
is induced by the rotation of the position vector q is called the cotangent lift of the action of the
Hamiltonian vector field XS. Namely, (4.24) is the lift of the action of rotation (4.23) from position
vectors to momentum vectors.
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Remark

4.18 (Moment of momentum). Applying the Hamiltonian vector field XS for skewness in (4.20) to
screen coordinates q = R2 produces the infinitesimal action of rotations about ẑ, as

XSq = {q, S} = � ẑ⇥ q =
dq

d�

����
�=0

.

thee skewness function S in (4.19) may be expressed in terms of two di↵erent pairings,

S =
DD
p, XSq

EE
= p · (� ẑ⇥ q) and

S = (p⇥ q) · ẑ =
D
J(p, q), ẑ

E
= Jz(p, q) . (4.25)

Although these pairings are both written as dot products of vectors, strictly speaking they act on
di↵erent spaces. Namely,DD

· , ·
EE

: (momentum)⇥ (velocity)! R , (4.26)D
· , ·
E
: (moment of momentum)⇥ (rotation rate)! R .

The first pairing hh · , · ii is between two vectors that are tangent to an optical screen. These vectors
represent the projection of the ray vector on the screen p and the rate of change of the position q with
azimuthal angle, dq/d�, in (4.23). This is also the pairing hh · , · ii between velocity and momentum
that appears in the Legendre transformation. The second pairing h · , · i is between the oriented area
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p⇥q and the normal to the screen ẑ. Thus, as we knew, Jz(p, q) = S(p, q) is the Hamiltonian for
an infinitesimal rotation about the ẑ axis in R3.

Image
Plane

q

p

n(q, z)

z

Figure 9: The skewness S = p ⇥ q of a ray n(q, z) is an oriented area in an image plane. For axisymmetric media,
skewness is preserved as a function of distance z along the optical axis. The projection ẑ · n(q, z) is also conserved,
provided the medium is invariant under translations along the optical axis.
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Definition

4.19. Distinguishing between the pairings in (4.25) interprets the Lagrange invariant S = Jz(p, q) =
p⇥ q · ẑ as the ẑ-component of a map from phase space with coordinates (p, q) to the oriented area
J(p, q) = p⇥ q, or moment of momentum.

Definition

4.20 (Momentum map for cotangent lift). Formula (4.25) defines the momentum map for
the cotangent lift of the action of rotations about ẑ from position vectors to their canonically
conjugate momentum vectors in phase space. In general, a momentum map applies from phase
space to the dual space of the Lie algebra of the Lie group whose action is involved. In this case,
it is the map from phase space to the moment-of-momentum space, M,

J : T ⇤R2 !M , namely, J(p, q) = p⇥ q , (4.27)

and p ⇥ q is dual to the rotation rate about the axial direction ẑ under the pairing given by the
three-dimensional scalar (dot) product. The corresponding Hamiltonian is the skewness

S = Jz(p, q) = J · ẑ = p⇥ q · ẑ
in (4.25). This is the real-valued phase-space function whose Hamiltonian vector field XS rotates
a point P = (q,p) in phase space about the optical axis ẑ at its centre, according to

�ẑ⇥ P = XJ·ẑP = {P , J · ẑ} . (4.28)
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Remark

4.21. The skewness function S and its square S2 (called the Petzval invariant [Wo2004]) are
conserved for ray optics in axisymmetric media. That is, the canonical Poisson bracket vanishes,

{S2, H} = 0 , (4.29)

for optical Hamiltonians of the form

H = �
h
n(|q|2)2 � |p|2

i1/2
. (4.30)

The Poisson bracket (4.29) vanishes because |q|2 and |p|2 in H both remain invariant under the
simultaneous rotations of q and p about ẑ generated by S in (4.20).

-

Right-equivariant
Momentum Map

T ⇤G T ⇤G
�g(t)

?

J(t)

-
Ad⇤g(t)�1?

g⇤ g⇤ ' T ⇤G/G

J(0)
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5 Axisymmetric invariant coordinates

Transforming to axisymmetric coordinates and the azimuthal angle in the optical phase space is similar to
passing to polar coordinates (radius and angle) in the plane. Passing to polar coordinates by (x, y)! (r,�)
decomposes the plane R2 into the product of the real line r 2 R+ and the angle � 2 S1. Quotienting the
plane by the angle leaves just the real line. The quotient map for the plane is

⇡ : R2{0}! R\{0} : (x, y)! r . (5.1)

The S1 angle in optical phase space T ⇤R2 is the azimuthal angle. But how does one quotient the four-
dimensional T ⇤R2 by the azimuthal angle?

As discussed in Section 4.3, azimuthal symmetry of the Hamiltonian summons the transformation to
polar coordinates in phase space, as

(q,p)! (r, pr; p�,�) .

This transformation reduces the motion to phase planes of radial (r, pr) position and momentum, defined
on level surfaces of the skewness p�. The trajectories evolve along intersections of the level sets of skewness
(the planes p� = const) with the level sets of the Hamiltonian H(r, pr, p�) = const. The motion along
these intersections is independent of the ignorable phase variable � 2 S1, whose evolution thus decouples
from that of the other variables. Consequently, the phase evolution may be reconstructed later by a
quadrature, i.e., an integral that involves the parameters of the reduced phase space. Thus, in this case,
azimuthal symmetry decomposes the phase space exactly into

T ⇤R2\{0} '
�
T ⇤(R\{0})⇥ R

�
⇥ S1 . (5.2)
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The corresponding quotient map for azimuthal symmetry is

⇡ : T ⇤R2\{0}! T ⇤(R\{0})⇥ R : (q,p)! (r, pr; p�) . (5.3)

An alternative procedure exists for quotienting out the angular dependence of an azimuthally symmetric
Hamiltonian system, which is independent of the details of the Hamiltonian function. This alternative
procedure involves transforming to quadratic azimuthally invariant functions.

Definition

5.1 (Quotient map to quadratic S1 invariants). The
quadratic azimuthally invariant coordinates in R3\{0} are defined by the quotient map 3

⇡ : T ⇤R2\{0}! R3\{0} : (q,p)! X = (X1, X2, X3) , (5.4)

given explicitly by the quadratic monomials

X1 = |q|2 � 0 , X2 = |p|2 � 0 , X3 = p · q . (5.5)

The quotient map (5.4) can be written more succinctly as

⇡ (p, q) = X . (5.6)

3The transformation T ⇤R2 ! R3 in (5.5) will be recognised later as another example of a momentum map.
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Theorem

5.2. The vector (X1, X2, X3) of quadratic monomials in phase space all Poisson-commute with skew-
ness S:

{S,X1} = 0 , {S,X2} = 0 , {S,X3} = 0 . (5.7)

Proof. These three Poisson brackets with skewness S all vanish because dot products of vectors are pre-
served by the joint rotations of q and p that are generated by S.

Remark

5.3. The orbits of S in (4.21) are rotations of both q and p by an angle � about the optical axis at
a fixed position z. According to the relation {S, X} = 0, the quotient map X = ⇡ (p, q) in (5.4)
collapses each circular orbit of S on a given image screen in phase space T ⇤R2\{0} to a point in
R3\{0}. The converse also holds. Namely, the inverse of the quotient map ⇡�1X for X 2 Image ⇡
consists of the circle (S1) generated by the rotation of phase space about its centre by the flow of S.

Definition

5.4 (Orbit manifold). The image in R3 of the quotient map ⇡ : T ⇤R2\{0} ! R3\{0} in (5.4) is
the orbit manifold for axisymmetric ray optics.
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Remark

5.5 (Orbit manifold for axisymmetric ray optics). The
image of the quotient map ⇡ in (5.4) may be conveniently displayed as the zero level set of the
relation

C(X1, X2, X3, S) = S2 � (X1X2 �X2
3 ) = 0 , (5.8)

among the axisymmetric variables in Equation (5.5). Consequently, a level set of S in the quotient
map T ⇤R2\{0} ! R3\{0} obtained by transforming to S1 phase-space invariants yields an orbit
manifold defined by C(X1, X2, X3, S) = 0 in R3\{0}.

For axisymmetric ray optics, the image of the quotient map ⇡ in R3 turns out to be a family of
hyperboloids of revolution.
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6 Geometry of invariant coordinates

In terms of the axially invariant coordinates (5.5), the Petzval invariant and the square of the optical
Hamiltonian satisfy

|p⇥ q|2 = |p|2|q|2 � (p · q)2 and H2 = n2(|q|2)� |p|2 � 0 . (6.1)

That is,
S2 = X1X2 �X2

3 � 0 and H2 = n2(X1)�X2 � 0 . (6.2)

The geometry of the solution is determined by the intersections of the level sets of the conserved quantities
S2 and H2. The level sets of S2 2 R3 are hyperboloids of revolution around the X1 = X2 axis in the
horizontal plane defined by X3 = 0 (Figure 1.8). The level-set hyperboloids lie in the interior of the S = 0
cone withX1 > 0 andX2 > 0. The level sets ofH2 depend on the functional form of the index of refraction,
but they are X3-independent. The ray path in the S1-invariant variables X = (X1, X2, X3) 2 R3 must
occur along intersections of S2 and H2, since both of these quantities are conserved along the ray path in
axisymmetric, translation-invariant media.

One would naturally ask how the quadratic phase-space quantities (X1, X2, X3) Poisson-commute among
themselves. However, before addressing that question, let us ask the following.
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Y1

Y2

= Y3X   = p  q3 .

X  = p2
2

X  = q1
2

Figure 10: Level sets of the Petzval invariant S2 = X1X2 �X2
3 are hyperboloids of revolution around the X1 = X2 axis

(along Y1) in the horizontal plane, X3 = 0. Level sets of the Hamiltonian H in (6.2) are independent of the vertical
coordinate. The axisymmetric invariants X 2 R3 evolve along the intersections of these level sets by Ẋ = rS2⇥rH, as
the vertical Hamiltonian knife H = constant slices through the hyperbolic onion of level sets of S2. In the coordinates
Y1 = (X1 + X2)/2 , Y2 = (X2 � X1)/2 , Y3 = X3, one has S2 = Y 2

1 � Y 2
2 � Y 2

3 . Being invariant under the flow of the
Hamiltonian vector field XS = { · , S}, each point on any layer H2 of the hyperbolic onion H3 consists of an S1 orbit in
phase space under the diagonal rotation (4.21). This orbit is a circular rotation of both q and p on an image screen at
position z by an angle � about the optical axis.
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Exercise. How does the Poisson bracket with each of the axisymmetric quantities (X1, X2, X3)
act as a derivative operation on functions of the phase-space variables q and p? F

Remark

6.1. Answering this question introduces the concept of flows of Hamiltonian vector fields.
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6.1 Flows of Hamiltonian vector fields

Theorem

6.2 (Flows of Hamiltonian vector fields).Poisson brackets with the S1-invariant phase-space func-
tions X1, X2 and X3 generate linear homogeneous transformations of (q, p) 2 T ⇤R2, obtained by
regarding the Hamiltonian vector fields obtained as in Definition 4.6 from the Poisson brackets as
derivatives,

d

d⌧1
:= { · , X1} ,

d

d⌧2
:= { · , X2} and

d

d⌧3
:= { · , X3} , (6.3)

in their flow parameters ⌧1, ⌧2 and ⌧3, respectively.

The flows themselves may be determined by integrating the characteristic equations of these Hamil-
tonian vector fields.

Proof. • The sum 1
2(X1 + X2) is the harmonic-oscillator Hamiltonian. This Hamiltonian generates

rotation of the (q, p) phase space around its centre, by integrating the characteristic equations of its
Hamiltonian vector field,

d

d!
=
n
· , 1

2
(X1 +X2)

o
= p · @

@q
� q · @

@p
. (6.4)

To see this, write the simultaneous equations

d

d!

✓
q

p

◆
=

⇢✓
q

p

◆
,
1

2
(X1 +X2)

�
,
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or in matrix form,4

d

d!

✓
q

p

◆
=

✓
0 1
�1 0

◆✓
q

p

◆
=:

1

2
(m1 +m2)

✓
q

p

◆
,

for the 2⇥ 2 traceless matrices m1 and m2 defined by

m1 =

✓
0 0
�2 0

◆
and m2 =

✓
0 2
0 0

◆
.

These !-dynamics may be rewritten as a complex equation,

d

d!
(q + ip) = �i(q + ip) , (6.5)

whose immediate solution is

q(!) + ip(!) = e�i!
⇣
q(0) + ip(0)

⌘
.

This solution may also be written in matrix form as✓
q(!)
p(!)

◆
=

✓
cos! sin!
� sin! cos!

◆✓
q(0)
p(0)

◆
, (6.6)

which is a diagonal clockwise rotation of (q,p). This solution sums the following exponential series:

e!(m1+m2)/2 =
1X
n=0

!n

n!

✓
0 1
�1 0

◆n

=

✓
cos! sin!
� sin! cos!

◆
. (6.7)

This may also be verified by summing its even and odd powers separately.
4For rotational symmetry, it is su�cient to restrict attention to rays lying in a fixed azimuthal plane and thus we may write these actions using 2⇥ 2 matrices, rather

than 4⇥ 4 matrices.
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Likewise, a nearly identical calculation yields

d

d�

✓
q

p

◆
=

1

2
(m2 �m1)

✓
q

p

◆
=

✓
0 1
1 0

◆✓
q

p

◆
for the dynamics of the Hamiltonian H = (|p|2 � |q|2)/2. This time, the solution is the hyperbolic
rotation ✓

q(�)
p(�)

◆
=

✓
cosh � sinh �
sinh � cosh �

◆✓
q(0)
p(0)

◆
(6.8)

which, in turn, sums the exponential series

e�(m2�m1)/2 =
1X
n=0

�n

n!

✓
0 1
1 0

◆n

=

✓
cosh � sinh �
sinh � cosh �

◆
. (6.9)

• In ray optics, the canonical Poisson bracket with the quadratic phase-space function X1 = |q|2 defines
the action of the following linear Hamiltonian vector field:

d

d⌧1
=
n
· , X1

o
= �2q · @

@p
. (6.10)

This action may be written equivalently in matrix form as

d

d⌧1

✓
q

p

◆
=

✓
0 0
�2 0

◆✓
q

p

◆
= m1

✓
q

p

◆
.
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Integration of this system of equations yields the finite transformation✓
q(⌧1)
p(⌧1)

◆
= e⌧1m1

✓
q(0)
p(0)

◆
=

✓
1 0
�2⌧1 1

◆✓
q(0)
p(0)

◆
=: M1(⌧1)

✓
q(0)
p(0)

◆
. (6.11)

This is an easy result, because the matrix m1 is nilpotent. That is, m2
1 =

✓
0 0
0 0

◆
, so the formal

series representing the exponential of the matrix

e⌧1m1 =
1X
n=0

1

n!
(⌧1m1)

n (6.12)

truncates at its second term. This solution may be interpreted as the action of a thin lens
[Wo2004].
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• Likewise, the canonical Poisson bracket with X2 = |p|2 defines the linear Hamiltonian vector field,

d

d⌧2
=
n
· , X2

o
= 2p · @

@q
. (6.13)

In matrix form, this is
d

d⌧2

✓
q

p

◆
=

✓
0 2
0 0

◆✓
q

p

◆
= m2

✓
q

p

◆
,

in which the matrix m2 is also nilpotent. Its integration generates the finite transformation✓
q(⌧2)
p(⌧2)

◆
= e⌧2m2

✓
q(0)
p(0)

◆
=

✓
1 2⌧2
0 1

◆✓
q(0)
p(0)

◆
=: M2(⌧2)

✓
q(0)
p(0)

◆
, (6.14)

corresponding to free propagation of light rays in a homogeneous medium.
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• The transformation generated by X3 = q ·p compresses phase space along one coordinate and expands
it along the other, while preserving skewness. Its Hamiltonian vector field is

d

d⌧3
=
n
· , X3

o
= q · @

@q
� p · @

@p
.

Being linear, this may be written in matrix form as

d

d⌧3

✓
q

p

◆
=

✓
1 0
0 �1

◆✓
q

p

◆
=: m3

✓
q

p

◆
.

The integration of this linear system generates the flow, or finite transformation,✓
q(⌧3)
p(⌧3)

◆
= e⌧3m3

✓
q(0)
p(0)

◆
=

✓
e⌧3 0
0 e�⌧3

◆✓
q(0)
p(0)

◆
=: M3(⌧3)

✓
q(0)
p(0)

◆
, (6.15)

whose exponential series is easily summed, because m3 is diagonal and constant. Thus, the quadratic
quantity X3 generates a transformation that turns one harmonic-oscillator Hamiltonian into another
one corresponding to a di↵erent natural frequency. This transformation is called squeezing of light.

The proof of Theorem 6.2 is now finished.

+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
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7 Lecture 4: Symplectic matrices

Remark

7.1 (Symplectic matrices). Poisson brackets with the quadratic monomials on phase space X1, X2, X3

correspond respectively to multiplication by the traceless constant matrices m1,m2,m3. For example,

d

d⌧3

✓
q

p

◆
=

✓
1 0
0 �1

◆✓
q

p

◆
=: m3

✓
q

p

◆
.

In turn, exponentiation of these traceless constant matrices leads to the corresponding matrices
M1(⌧1),M2(⌧2),M3(⌧3) in Equations (6.11), (6.14) and (6.15). The latter are 2 ⇥ 2 symplectic
matrices. That is, these three matrices each satisfy

Mi(⌧i)JMi(⌧i)
T = J (no sum on i = 1, 2, 3), (7.1)

where

J =

✓
0 �1
1 0

◆
. (7.2)

By their construction from the axisymmetric invariants X1, X2, X3, each of the symplectic matrices
M1(⌧1),M2(⌧2),M3(⌧3) preserves the cross product S = p⇥ q.
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Definition

7.2 (Lie transformation groups).

• A transformation is a one-to-one mapping of a set onto itself.

• A collection of transformations is called a group, provided
– it includes the identity transformation and the inverse of each transformation;
– it contains the result of the consecutive application of any two transformations; and
– composition of that result with a third transformation is associative.

• A group is a Lie group, provided its transformations depend smoothly on a set of parameters.

Theorem

7.3 (Symplectic group Sp(2,R)). Under matrix multiplication, the set of 2 ⇥ 2 symplectic matrices
forms a group.

Exercise. Prove that the matrices M1(⌧1),M2(⌧2),M3(⌧3) defined above all satisfy the defining
relation (7.1) required to be symplectic. Prove that these matrices form a group under matrix
multiplication. Conclude that they form a three-parameter Lie group. F
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Theorem

7.4 (Fundamental theorem of planar optics). Any planar paraxial optical system, represented by a
2 ⇥ 2 symplectic matrix M 2 Sp(2,R), may be factored into subsystems consisting of products of
three subgroups of the symplectic group, as

M =

✓
cos! sin!
� sin! cos!

◆✓
e⌧3 0
0 e�⌧3

◆✓
1 0
2⌧1 1

◆
. (7.3)

This is a general result, called the Iwasawa decomposition of the symplectic matrix group, usually
written as [Ge1961]

Sp(2,R) = KAN . (7.4)

The rightmost matrix factor (nilpotent subgroup N) corresponds to a thin lens, whose parameter 2⌧1
is called its Gaussian power [Wo2004]. This factor, generated by the Hamiltonian HN = � |q|2
leaves q invariant, but changes p and thus alters the direction of the rays that fall on each point
of the screen. The middle factor (abelian subgroup A) magnifies the image by the factor e⌧3, while
squeezing the light so that its Hamiltonian HA = q · p remains invariant. The leftmost factor (the
maximal compact subgroup K) is a rotation by angle ! 2 S1 generated by HK = 1

2|q|
2 + 1

2|p|
2.

For insightful discussions and references to the literature on the design and analysis of optical
systems using the symplectic matrix approach, see, e.g., [Wo2004]. For many extensions of these
ideas with applications to charged-particle beams, see [Dr2007].
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Definition

7.5 (Hamiltonian matrices). The traceless constant matrices

m1 =

✓
0 0
�2 0

◆
, m2 =

✓
0 2
0 0

◆
, m3 =

✓
1 0
0 �1

◆
, (7.5)

whose exponentiation defines the Sp(2,R) symplectic matrices

e⌧1m1 = M1(⌧1) , e⌧2m2 = M2(⌧2) , e⌧3m3 = M3(⌧3) , (7.6)

and which are the tangent vectors at their respective identity transformations,

m1 =


M 0

1(⌧1)M
�1
1 (⌧1)

�
⌧1=0

,

m2 =


M 0

2(⌧2)M
�1
2 (⌧2)

�
⌧2=0

,

m3 =


M 0

3(⌧3)M
�1
3 (⌧3)

�
⌧3=0

, (7.7)

are called Hamiltonian matrices.
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Remark

7.6 (Hamiltonian matrices and their symplectic orbits).

• From the definition, the Hamiltonian matrices mi with i = 1, 2, 3 each satisfy

Jmi +mT
i J = 0 , where J =

✓
0 �1
1 0

◆
. (7.8)

That is, Jmi = (Jmi)T is a symmetric matrix.

Exercise. Take the derivative of the definition of symplectic matrices (7.1) to prove
statement (7.8) about Hamiltonian matrices. Verify that the Hamiltonian matrices in
(7.5) satisfy (7.8). F

• The respective actions of the symplectic matrices M1(⌧1), M2(⌧2), M3(⌧3) in (7.6) on the phase-
space vector (q, p)T are the flows of the Hamiltonian vector fields { · , X1}, { · , X2}, and { · , X3}
corresponding to the axisymmetric invariants X1, X2 and X3 in (5.5).
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• The quadratic Hamiltonian,

H =
!

2
(X1 +X2) +

�

2
(X2 �X1) + ⌧X3 (7.9)

=
!

2
(|p|2 + |q|2) + �

2
(|p|2 � |q|2) + ⌧q · p ,

is associated with the Hamiltonian matrix,

m(!, �, ⌧ ) =
!

2
(m1 +m2) +

�

2
(m2 �m1) + ⌧m3

=

✓
⌧ � + !

� � ! �⌧

◆
. (7.10)

The eigenvalues of the Hamiltonian matrix (7.10) are determined from

�2 +� = 0 , with � = detm = !2 � �2 � ⌧ 2 . (7.11)

Consequently, the eigenvalues come in pairs, given by

�± = ±
p
�� = ±

p
⌧ 2 + �2 � !2 . (7.12)
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Orbits of Hamiltonian flows in the space (�+!, ��!, ⌧ ) 2 R3 are obtained from the action
of a symplectic matrix M(⌧i) on a Hamiltonian matrix m(!, �, ⌧ ) by matrix conjugation
(This is secretly Ad action, but we will not have time to discuss it more.)

m! m0 = M(⌧i)mM�1(⌧i) (no sum on i = 1, 2, 3)

may alter the values of (!, �, ⌧ ) in (7.10). However, this action preserves eigenvalues, so it
preserves the value of the determinant �. This means the orbits of the Hamiltonian flows lie on
the level sets of the determinant �.

The Hamiltonian flows corresponding to these eigenvalues change type, depending on whether
� < 0 (hyperbolic), � = 0 (parabolic), or � > 0 (elliptic), as illustrated in Figure 11 and
summarised in the table below, cf. [Wo2004].

Harmonic (elliptic) orbit Trajectories: Ellipses

� = 1 , �± = ± i mH =

✓
0 1
�1 0

◆
,

Free (parabolic) orbit Trajectories: Straight lines

� = 0 , �± = 0 mH =

✓
0 1
0 0

◆
,

Repulsive (hyperbolic) orbit Trajectories: Hyperbolas

� = �1 , �± = ± 1 mH =

✓
0 1
1 0

◆
.
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τ

γ−ωγ+ω

Δ < 0

Δ > 0

Δ = 0

Figure 11: The Ad action by matrix conjugation of a Hamiltonian matrix by a symplectic matrix changes its parameters
(!, �, ⌧) 2 R3, while preserving the value of the discriminant � = !2 � �2 � ⌧ 2. The resulting flows corresponding
to exponentiation of the Hamiltonian matrices with parameters (!, �, ⌧) 2 R3 are divided into three families of orbits
defined by the sign of �. These three families of orbits are hyperbolic (� < 0), parabolic (� = 0) and elliptic (� > 0).
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Remark

7.7 (Prelude to Lie algebras).

• In terms of the Hamiltonian matrices the KAN decomposition (7.3) may be written as

M = e!(m1+m2)/2e⌧3m3e⌧1m1 . (7.13)

• Under the matrix commutator [mi,mj] := mimj �mjmi, the Hamiltonian matrices mi with
i = 1, 2, 3 close among themselves, as

[m1,m2] = 4m3 , [m2,m3] = � 2m2 , [m3,m1] = � 2m1 .

The last observation (closure of the commutators) summons the definition of a Lie algebra. For this, we
follow [Olv00].



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 91

8 Lie algebras

8.1 Definition

Definition

8.1. A Lie algebra is a vector space g together with a bilinear operation

[ · , · ] : g⇥ g! g ,

called the Lie bracket for g, that satisfies the defining properties:

• bilinearity, e.g.,
[au + bv , w] = a[u , w] + b[v , w] ,

for constants (a, b) 2 R and any vectors (u,v,w) 2 g;

• skew-symmetry,
[u , w] = �[w , u] ;

• Jacobi identity,
[u , [v , w] ] + [v , [w , u] ] + [w , [u , v] ] = 0 ,

for all u,v,w in g.
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8.2 Structure constants

Suppose g is any finite-dimensional Lie algebra. The Lie bracket for any choice of basis vectors {e1, . . . , er}
of g must again lie in g. Thus, constants ckij exist, where i, j, k = 1, 2, . . . , r, called the structure
constants of the Lie algebra g, such that

[ ei , ej ] = ckijek . (8.1)

Since {e1, . . . , er} form a vector basis, the structure constants in (8.1) determine the Lie algebra g from
the bilinearity of the Lie bracket. The conditions of skew-symmetry and the Jacobi identity place further
constraints on the structure constants. These constraints are

• skew-symmetry
ckji = � ckij , (8.2)

• Jacobi identity
ckijc

m
lk + cklic

m
jk + ckjlc

m
ik = 0 . (8.3)

Conversely, any set of constants ckij that satisfy relations (8.2) and (8.3) defines a Lie algebra g.

Exercise. Prove that the Jacobi identity requires the relation (8.3). F

Answer. The Jacobi identity involves cyclically summing three terms of the form

[ el , [ ei , ej ] ] = ckij[ el , ek] = ckijc
m
lkem .

N
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8.3 Commutator tables

A convenient way to display the structure of a finite-dimensional Lie algebra is to write its commutation
relations in tabular form. If g is an r-dimensional Lie algebra and {e1, . . . , er} forms a basis of g, then
its commutator table will be the r ⇥ r array whose (i, j)th entry expresses the Lie bracket [ ei , ej ].
Commutator tables are always antisymmetric since [ ej , ei ] = �[ ei , ej ]. Hence, the diagonal entries all
vanish. The structure constants may be easily read o↵ the commutator table, since ckij is the coe�cient of
ek in the (i, j)th entry of the table.

For example, the commutator table of the Hamiltonian matrices in Equation (7.7) is given by

[mi, mj] = ckijmk =

[ · , · ] m1 m2 m3

m1

m2

m3

0 4m3 2m1

�4m3 0 �2m2

�2m1 2m2 0

. (8.4)

The structure constants are immediately read o↵ the table as

c312 = 4 = �c321 , c113 = c232 = 2 = �c223 = �c131 ,

and all the other ckij’s vanish.
These commutation relations for the 2 ⇥ 2 Hamiltonian matrices define the structure constants for the

symplectic Lie algebra sp(2,R).
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8.4 Poisson brackets among axisymmetric variables

Theorem

8.2. The canonical Poisson brackets among the axisymmetric variables X1, X2 and X3 in (5.5)
close among themselves:

{X1, X2} = 4X3 , {X2, X3} = � 2X2 , {X3, X1} = � 2X1 .

In tabular form, this is

{Xi, Xj} =

{ · , · } X1 X2 X3

X1

X2

X3

0 4X3 2X1

�4X3 0 �2X2

�2X1 2X2 0

. (8.5)

Proof. The proof is a direct verification using the chain rule for Poisson brackets,

{Xi, Xj} =
@Xi

@zA
{zA, zB}

@Xj

@zA
, (8.6)

for the invariant quadratic monomials Xi(zA) in (5.5). Here one denotes zA = (qA, pA), with A = 1, 2, 3.
The table in (8.5) implies the suggestive form for the Poisson bracket of functions, with a pairing h · , · i,

{F,H} = �Xk c
k
ij

@F

@Xi

@H

@Xj
=: �

⌧
X ,


@F

@X
,
@H

@X

��
, (8.7)

that uses the same structure constants as in (8.4).
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Definition

8.3 (Lie Poisson bracket). A Lie–Poisson bracket is a bracket operation defined as a linear func-
tional of a Lie algebra bracket by a real-valued pairing between a Lie algebra and its dual space.

Remark

8.4. By direct computation, we have found such a bracket for the quadratic axisymmetric phase
space invariants for ray optics,

{F,H} = �Xk c
k
ij

@F

@Xi

@H

@Xj
=: �

⌧
X ,


@F

@X
,
@H

@X

��
, (8.8)

Remark

8.5. Equation (8.8) defines a Lie–Poisson bracket. Being a linear functional of an operation (the Lie
bracket [ · , · ]) which satisfies the Jacobi identity, any Lie–Poisson bracket also satisfies the Jacobi
identity.

Exercise. Why did this work? Why did passage to the quadratic axisymmetric phase space
invariants for ray optics produce a Lie-Poisson bracket? F
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9 Back to momentum maps

9.1 The action of Sp(2,R) on T ⇤R2 ' R2 ⇥ R2

The Lie group Sp(2,R) of symplectic real matrices M(s) acts diagonally on z = (q, p)T 2 T ⇤R2 by
matrix multiplication as

z(s) = M(s)z(0) = exp(s⇠)z(0) ,

in which M(s)JMT (s) = J is a symplectic 2 ⇥ 2 matrix. The 2 ⇥ 2 matrix tangent to the symplectic
matrix M(s) at the identity s = 0 is given by

⇠ =
h
M 0(s)M�1(s)

i
s=0

.

This is a 2⇥ 2 Hamiltonian matrix in sp(2,R), satisfying (7.8) as

J⇠ + ⇠TJ = 0 so that J⇠ = (J⇠)T . (9.1)

That is, for ⇠ 2 sp(2,R), the matrix J⇠ is symmetric.
The vector field ⇠M(z) 2 TR2 may be expressed as a derivative,

⇠M(z) =
d

ds

⇥
exp(s⇠)z

⇤���
s=0

= ⇠z ,

in which the diagonal action (⇠z) of the Hamiltonian matrix (⇠) and the two-component real multi-vector
z = (q, p)T has components given by (⇠klql, ⇠klpl)T , with k, l = 1, 2. The matrix ⇠ is any linear combination
of the traceless constant Hamiltonian matrices (7.5).
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Definition

9.1 (Momentum map J : T ⇤R2 ' R2 ⇥ R2 ! sp(2,R)⇤ ).
The map J : T ⇤R2 ' R2 ⇥ R2 ! sp(2,R)⇤ is defined as follows, where z = (q, p)T 2 R2 ⇥ R2

J ⇠(z) :=
D
J (z), ⇠

E
sp(2,R)⇤⇥sp(2,R)

=
⇣
z, J⇠z

⌘
R2⇥R2

:= zk(J⇠)klzl = zT · J⇠z

= tr
⇣
(z⌦ zTJ)⇠

⌘
. (9.2)

Remark

9.2. The map J (z) given in (9.2) by

J (z) = (z⌦ zTJ) 2 sp(2,R)⇤ (9.3)

sends z = (q, p)T 2 R2 ⇥ R2 to J (z) = (z⌦ zTJ), which is an element of sp(2,R)⇤, the dual space
to sp(2,R). Under the pairing h · , · i : sp(2,R)⇤ ⇥ sp(2,R) ! R given by the trace of the matrix
product, one finds the Hamiltonian, or phase-space function,D

J (z), ⇠
E
= tr

�
J (z) ⇠

�
, (9.4)

for J (z) = (z⌦ zTJ) 2 sp(2,R)⇤ and ⇠ 2 sp(2,R).
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Remark

9.3 (Map to axisymmetric invariant variables).The map, J : T ⇤R2 ' R2 ⇥ R2 ! sp(2,R)⇤ in (9.2)
for Sp(2,R) acting diagonally on R2 ⇥ R2 in Equation (9.3) may be expressed in matrix form as

J = (z⌦ zTJ)

= 2

✓
p · q � |q|2
|p|2 �p · q

◆
= 2

✓
X3 �X1

X2 �X3

◆
. (9.5)

This is none other than the matrix form of the map to axisymmetric invariant variables,

T ⇤R2 ! R3 : (q,p)T ! X = (X1, X2, X3) ,

defined as
X1 = |q|2 � 0 , X2 = |p|2 � 0 , X3 = p · q . (9.6)

Applying the momentum map J to the vector of Hamiltonian matrices m = (m1, m2, m3) in Equa-
tion (7.5) yields the individual components,

J ·m = 2X () X =
1

2
zk(Jm)klzl . (9.7)

Thus, the map J : T ⇤R2 ' R2 ⇥ R2 ! sp(2,R)⇤ recovers the components of the vector X =
(X1, X2, X3) that are related to the components of the Petzval invariant by S2 = X1X2 �X2

3 .
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Exercise. Verify Equation (9.7) explicitly by computing, for example,

X1 =
1

2
(q, p) · (Jm1)

✓
q

p

◆
=

1

2
(q, p) ·

✓
0 �1
1 0

◆✓
0 0
�2 0

◆✓
q

p

◆
= |q|2 .

F
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Remark

9.4. [Summary]

• The momentum map J : T ⇤R2 ' R2 ⇥ R2 ! sp(2,R)⇤ in (9.5) is a Poisson map. That is, it maps
Poisson brackets on phase space into Poisson brackets on the target space.

• The corresponding Lie algebra product in sp(2,R) may also be identified with the Lie algebra of
divergence-free vector fields in the space X 2 R3 by using the Nambu bracket in R3,

d

dt
F (X) = {F, H}S2 = (rS2 ⇥rH) ·r| {z }

Div-free VF in R3

F for S2 = X1X2 �X2
3 (9.8)

This gives another proof that the R3 brackets among (X1, X2, X3) close among themselves.

• When the corresponding Nambu bracket relations are all linear, they will be Lie–Poisson brackets.
This has been the case for Lie-Poisson reduction of the Hamiltonian formulation of Fermat’s principle
for ray optics, which yielded the momentum map for M 2 Sp(2,R)

-

Right-equivariant
Momentum Map

T ⇤R2 T ⇤R2
�M(t)

?

J (t) = z⌦ zTJ

-
Ad⇤M(t)�1?

sp(2,R)⇤ sp(2,R)⇤ ' T ⇤R2/Sp(2,R)

J (0)
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Definition

9.5 (Dual pair). Let (M,!) be a symplectic manifold and P1, P2 be two Poisson manifolds. A pair of
Poisson mappings

P1
J1 � (M,!)

J2�! P2

is called a dual pair [We1983b] if kerTJ1 and kerTJ2 are symplectic orthogonal complements of one
another. That is

(kerTJ1)
! = kerTJ2. (9.9)

A systematic treatment of dual pairs can be found in Chapter 11 of [OrRa2004].

Exercise. Show that the pair of momentum maps

R S � (T ⇤R2,!)
J�! sp(2,R)⇤ ' R3 (9.10)

is a dual pair.

Hint: The momentum maps for the commuting Hamiltonian actions of Sp(2,R) and S1 on
(T ⇤R2,!) are equivariant, hence they form a pair of Poisson maps. S is obviously Sp(2,R)
invariant, so the dual pair property (kerTS)! = kerTJ follows if one shows that Sp(2,R) acts
transitively on fibers of S. F
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Thanks for listening!

+++++++++++++++++++++++++++++++++++++++++++++
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9.2 Lie–Poisson brackets with quadratic Casimirs

An interesting class of Lie–Poisson brackets emerges from the R3 Poisson bracket,

{F,H}C := �rC ·rF ⇥rH , (9.11)

when its Casimir gradient is the linear form on R3 given byrC = KX associated with the 3⇥3 symmetric
matrix KT = K. This bracket may be written equivalently in various notations, including index form, R3

vector form, and Lie–Poisson form, as

{F, H}K = �rC ·rF ⇥rH

= �XlK
li✏ijk

@F

@Xj

@H

@Xk

= �X · K
✓
@F

@X
⇥ @H

@X

◆
=: �

⌧
X ,


@F

@X
,
@H

@X

�
K

�
. (9.12)
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Remark

9.6. The triple scalar product of gradients in the R3 bracket (9.11) is the determinant of the Jaco-
bian matrix for the transformation (X1, X2, X3) ! (C, F,H), which is known to satisfy the Jacobi
identity. Being a special case, the Poisson bracket {F, H}K also satisfies the Jacobi identity.

In terms of the R3 components, the Poisson bracket (9.12) yields

{Xj, Xk}K = �XlK
li✏ijk . (9.13)

The Lie–Poisson form in (9.12) associates the R3 bracket with a Lie algebra with structure constants given
in the dual vector basis by

[ej, ek]K = elK
li✏ijk =: elc

l
jk . (9.14)

The Lie group belonging to this Lie algebra is the invariance group of the quadratic Casimir. Namely, it
is the transformation group GK with elements O(s) 2 GK, with O(t)|t=0 = Id, whose action from the left
on R3 is given by X! OX, such that

OT (t)KO(t) = K (9.15)

or, equivalently,

K�1OT (t)K = O�1(t) , (9.16)

for the 3⇥ 3 symmetric matrix KT = K.
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Definition

9.7. An n⇥ n orthogonal matrix O(t) satisfies

OT (t)IdO(t) = Id (9.17)

in which Id is the n ⇥ n identity matrix. These matrices represent the orthogonal Lie group in n
dimensions, denoted O(n).

Definition

9.8 (Quasi-orthogonal matrices). A matrix O(t) satisfying (9.15) is called quasi-orthogonal with
respect to the symmetric matrix K.

The quasi-orthogonal transformations X ! OX are not orthogonal, unless K = Id. However, they do
form a Lie group under matrix multiplication, since for any two of them O1 and O2, we have

(O1O2)
TK(O1O2) = OT

2 (O
T
1 KO1)O2 = OT

2 KO2 = K . (9.18)

The corresponding Lie algebra gK is the derivative of the defining condition of the Lie group (9.15),
evaluated at the identity. This yields

0 =
⇥
ȮTO�T

⇤
t=0

K + K
⇥
O�1Ȯ

⇤
t=0

.

Consequently, if bX = [O�1Ȯ]t=0 2 gK, the quantity K bX is skew. That is,

(K bX)T = �K bX .
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A vector representation of this skew matrix is provided by the following hat map from the Lie algebra
gK to vectors in R3, b : gK ! R3 defined by (K bX)jk = �XlK

li✏ijk . (9.19)

When K is invertible, the hat map ( b· ) in (9.19) is a linear isomorphism. For any vectors u, v 2 R3 with
components uj, vk where j, k = 1, 2, 3, one computes

uj(K bX)jkv
k = �X · K(u⇥ v)

=: �X · [u , v]K .

This is the Lie–Poisson bracket for the Lie algebra structure represented on R3 by the vector product

[u,v]K = K(u⇥ v) . (9.20)

Thus, the Lie algebra of the Lie group of transformations of R3 leaving invariant the quadratic form
1
2X

T · KX may be identified with the cross product of vectors in R3 by using the K-pairing instead of the
usual dot product. For example, in the case of the Petzval invariant we have

rS2 =

0@ 0 1 0
1 0 0
0 0 �2

1AX , so that, K =

0@ 0 1 0
1 0 0
0 0 �2

1A ,

for ray optics, with X = (X1, X2, X3)T .



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 107

Exercise. Verify that inserting this formula for K into formula (9.13) recovers the Lie–Poisson
bracket relations (8.5) for ray optics (up to an inessential constant). F
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Hence, we have proved the following theorem.

Theorem

9.9. Consider the R3 bracket in Equation (9.12)

{F,H}K := �rCK ·rF ⇥rH with CK =
1

2
X · KX , (9.21)

in which KT = K is a 3 ⇥ 3 real symmetric matrix and X 2 R3. The quadratic form CK is the
Casimir function for the Lie–Poisson bracket given by

{F, H}K = �X · K
✓
@F

@X
⇥ @H

@X

◆
, (9.22)

=: �
⌧
X ,


@F

@X
,
@H

@X

�
K

�
, (9.23)

defined on the dual of the three-dimensional Lie algebra gK, whose bracket has the following vector
product representation for u, v 2 R3,

[u,v ]K = K(u⇥ v) . (9.24)

This is the Lie algebra bracket for the Lie group GK of transformations of R3 given by action from
the left, X! OX, such that OTKO = K, thereby leaving the quadratic form CK invariant.



Geometric Mechanics of Fermat Ray Optics DD Holm Fields Institute, Toronto, July 2012 109

Definition

9.10 (The ad and ad⇤ operations). The adjoint (ad) and coadjoint (ad⇤) operations are de-
fined for the Lie–Poisson bracket (9.23) with the quadratic Casimir, CK = 1

2 X · KX, as
follows:

hX , [u,v ]Ki = hX , aduvi = had⇤uX , vi (9.25)

= KX · (u⇥ v) = (KX⇥ u) · v .

Thus, we have explicitly

aduv = K(u⇥ v) and ad⇤uX = �u⇥ KX . (9.26)

These definitions of the ad and ad⇤ operations yield the following theorem for the dynamics.

Theorem

9.11 (Lie Poisson dynamics). The Lie–Poisson dynamics (9.22) and (9.23) expressed in
terms of the ad and ad⇤ operations by

dF

dt
= {F, H}K =

⌧
X , ad@H/@X

@F

@X

�
=

⌧
ad⇤@H/@XX ,

@F

@X

�
, (9.27)
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so that the Lie–Poisson dynamics expresses itself as coadjoint motion,

dX

dt
= {X, H}K = ad⇤@H/@XX = � @H

@X
⇥ KX . (9.28)

By construction, this equation conserves the quadratic Casimir, CK = 1
2 X · KX.

Exercise. Write the equations of coadjoint motion (9.28) for K = diag(1, 1, 1) and H = X2
1 �

X2
3/2. F
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10 Divergenceless vector fields

10.1 Jacobi identity

One may verify directly that the R3 bracket in (9.8) and in the class of brackets (9.21) does indeed satisfy
the defining properties of a Poisson bracket. Clearly, it is a bilinear, skew-symmetric form. To show that
it is also a Leibniz operator that satisfies the Jacobi identity, we identify the bracket in (9.8) with the
following divergenceless vector field on R3 defined by

XH = { · , H} = rS2 ⇥rH ·r 2 X . (10.1)

This isomorphism identifies the bracket in (10.1) acting on functions on R3 with the action of the diver-
genceless vector fields X. It remains to verify the Jacobi identity explicitly, by using the properties of the
commutator of divergenceless vector fields.

Definition

10.1 (Jacobi–Lie bracket). The commutator of two divergenceless vector fields u, v 2 X is defined
to be ⇥

v, w
⇤
=
⇥
v ·r, w ·r

⇤
=
⇣
(v ·r)w � (w ·r)v

⌘
·r . (10.2)

The coe�cient of the commutator of vector fields is called the Jacobi–Lie bracket. It may be
written without risk of confusion in the same notation as⇥

v, w
⇤
= (v ·r)w � (w ·r)v . (10.3)
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In Euclidean vector components, the Jacobi–Lie bracket (10.3) is expressed as⇥
v, w

⇤
i
= wi,jvj � vi,jwj . (10.4)

Here, a subscript comma denotes partial derivative, e.g., vi,j = @vi/@xj, and one sums repeated
indices over their range, for example, i, j = 1, 2, 3, in three dimensions.

Exercise. Show that [v, w]i,i = 0 for the expression in (10.4), so the commutator of two diver-
genceless vector fields yields another one. F

Remark

10.2 (Interpreting commutators of vector fields).We may interpret a smooth vector field in R3 as
the tangent at the identity (✏ = 0) of a one-parameter flow �✏ in R3 parameterised by ✏ 2 R and
given by integrating

d

d✏

����
✏=0

= vi(x)
@

@xi
. (10.5)

The characteristic equations of this flow are

dxi
d✏

= vi(x(✏)) , so that
dxi
d✏

����
✏=0

= vi(x) , i = 1, 2, 3 . (10.6)

Integration of the characteristic equations (10.6) yields the solution for the flow x(✏) = �✏x of the
vector field defined by (10.5), whose initial condition starts from x = x(0). Suppose the characteristic
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equations for two such flows parameterised by (✏, �) 2 R are given respectively by
dxi
d✏

= vi(x(✏)) and
dxi
d�

= wi(x(�)) .

The di↵erence of their cross derivatives evaluated at the identity yields the Jacobi–Lie bracket,
d

d✏

���
✏=0

dxi
d�

���
�=0
� d

d�

���
�=0

dxi
d✏

���
✏=0

=
d

d✏
wi(x(✏))

���
✏=0
� d

d�
vi(x(�))

���
�=0

=
@wi

@xj

dxi
d✏

����
✏=0

� @vi
@xj

dxi
d�

����
�=0

=wi,jvj � vi,jwj

=[v, w]i .

Thus, the Jacobi–Lie bracket of vector fields is the di↵erence between the cross derivatives with
respect to their corresponding characteristic equations, evaluated at the identity. Of course, this
di↵erence of cross derivatives would vanish if each derivative were not evaluated before taking the
next one.

The composition of Jacobi–Lie brackets for three divergenceless vector fields u, v, w 2 X has components
given by ⇥

u, [v, w]
⇤
i
= ukvjwi,kj + ukvj,kwi,j � ukwj,kvi,j
� ukwjvi,jk � vjwk,jui,k + wjvk,jui,k . (10.7)

Equivalently, in vector form,⇥
u, [v, w]

⇤
= uv : rrw + u ·rvT ·rwT � u ·rwT ·rvT

�uw : rrv � v ·rwT ·ruT +w ·rvT ·ruT .
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Theorem

10.3. The Jacobi–Lie bracket of divergenceless vector fields satisfies the Jacobi identity,

[u, [v, w] ] + [v, [w, u] ] + [w, [u, v] ] = 0 . (10.8)

Proof. Direct verification using (10.7) and summing over cyclic permutations.

Exercise. Prove Theorem 10.3 in streamlined notation obtained by writing

[v, w] = v(w)� w(v) ,

and using bilinearity of the Jacobi–Lie bracket. F

Lemma

10.4. The R3 bracket (9.8) may be identified with the divergenceless vector fields in (10.1) by

[XG,XH ] = �X{G,H} , (10.9)

where [XG,XH ] is the Jacobi–Lie bracket of vector fields XG and XH.
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Proof. Equation (10.9) may be verified by a direct calculation,

[XG,XH ] = XGXH �XHXG

= {G, · }{H, · }� {H, · }{G, · }
= {G, {H, · }}� {H, {G, · }}
= {{G, H}, · } = �X{G,H} .

Remark

10.5. The last step in the proof of Lemma 10.4 uses the Jacobi identity for the R3 bracket, which
follows from the Jacobi identity for divergenceless vector fields, since

XFXGXH = � {F, {G, {H, · }}} .

10.2 Geometric forms of Poisson brackets

10.2.1 Determinant and wedge-product forms of the canonical bracket

For one degree of freedom, the canonical Poisson bracket {F,H} is the same as the determinant for a
change of variables (q, p)! (F (q, p), H(q, p)),

{F,H} =
@F

@q

@H

@p
� @H

@q

@F

@p
= det

@(F,H)

@(q, p)
. (10.10)
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This may be written in terms of the di↵erentials of the functions (F (q, p), H(q, p)) defined as

dF =
@F

@q
dq +

@F

@p
dp and dH =

@H

@q
dq +

@H

@p
dp , (10.11)

by writing the canonical Poisson bracket {F,H} as a phase-space density

dF ^ dH = det
@(F,H)

@(q, p)
dq ^ dp = {F,H}dq ^ dp . (10.12)

Here the wedge product ^ in dF ^ dH = � dH ^ dF is introduced to impose the antisymmetry of the
Jacobian determinant under interchange of its columns.

Definition

10.6 (Wedge product of di↵erentials). The wedge product of di↵erentials (dF, dG, dH) of any smooth
functions (F,G,H) is defined by the following three properties:

• ^ is anticommutative: dF ^ dG = �dG ^ dF ;

• ^ is bilinear: (adF + bdG) ^ dH = a(dF ^ dH) + b(dG ^ dH);

• ^ is associative: dF ^ (dG ^ dH) = (dF ^ dG) ^ dH.

Remark

10.7. These are the usual properties of area elements and volume elements in integral calculus.
These properties also apply in computing changes of variables.
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Exercise. Verify formula (10.12) from Equation (10.11) and the linearity and antisymmetry of
the wedge product, so that, e.g., dq ^ dp = �dp ^ dq and dq ^ dq = 0. F

10.2.2 Determinant and wedge-product forms of the R3 bracket

The R3 bracket in Equation (9.8) may also be rewritten equivalently as a Jacobian determinant, namely,

{F, H} = �rS2 ·rF ⇥rH = � @(S2, F,H)

@(X1, X2, X3)
, (10.13)

where

@(F1, F2, F3)

@(X1, X2, X3)
= det

✓
@F

@X

◆
. (10.14)

The determinant in three dimensions may be defined using the antisymmetric tensor symbol ✏ijk as

✏ijk det

✓
@F

@X

◆
= ✏abc

@Fa

@Xi

@Fb

@Xj

@Fc

@Xk
, (10.15)

where, as mentioned earlier, we sum repeated indices over their range. We shall keep track of the antisym-
metry of the determinant in three dimensions by using the wedge product (^):

det

✓
@F

@X

◆
dX1 ^ dX2 ^ dX3 = dF1 ^ dF2 ^ dF3 . (10.16)
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Thus, the R3 bracket in Equation (9.8) may be rewritten equivalently in wedge-product form as

{F, H} dX1 ^ dX2 ^ dX3 = �(rS2 ·rF ⇥rH) dX1 ^ dX2 ^ dX3

= � dS2 ^ dF ^ dH .

Poisson brackets of this type are called Nambu brackets, since [Na1973] introduced them in three dimen-
sions. They can be generalised to any dimension, but this requires additional compatibility conditions
[Ta1994].

10.3 Nambu brackets

Theorem

10.8 (Nambu brackets [?]). For any smooth functions F H 2 F(R3) of coordinates X 2 R3 with
volume element d 3X, the Nambu bracket

{F, H} : F(R3)⇥ F(R3)! F(R3)

defined by

{F, H} d 3X = �rC ·rF ⇥rHd 3X

= � dC ^ dF ^ dH (10.17)

possesses the properties (4.4) required of a Poisson bracket for any choice of distinguished smooth
function C : R3 ! R.
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Proof. The bilinear skew-symmetric Nambu R3 bracket yields the divergenceless vector field

XH = { · , h} = rC ⇥rH ·r ,

in which
div (rC ⇥rH) = 0 .

Divergenceless vector fields are derivative operators that satisfy the Leibniz product rule and the Jacobi
identity. These properties hold in this case for any choice of smooth functions C, H 2 F(R3). The other
two properties – bilinearity and skew-symmetry – hold as properties of the wedge product. Hence, the
Nambu R3 bracket in (10.17) satisfies all the properties required of a Poisson bracket specified in Definition
4.4.
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11 Geometry of solution behaviour

11.1 Restricting axisymmetric ray optics to level sets

Having realised that the R3 bracket in Equation (9.8) is associated with Jacobian determinants for changes
of variables, it is natural to transform the dynamics of the axisymmetric optical variables (5.5) from three
dimensions (X1, X2, X3) 2 R3 to one of its level sets S2 > 0. For convenience, we first make a linear
change of Cartesian coordinates in R3 that explicitly displays the axisymmetry of the level sets of S2 under
rotations, namely,

S2 = X1X2 �X2
3 = Y 2

1 � Y 2
2 � Y 2

3 , (11.1)

with

Y1 =
1

2
(X1 +X2) , Y2 =

1

2
(X2 �X1) , Y3 = X3 .

In these new Cartesian coordinates (Y1, Y2, Y3) 2 R3, the level sets of S2 are manifestly invariant under
rotations about the Y1-axis.

Exercise. Show that this linear change of Cartesian coordinates preserves the orientation of
volume elements, but scales them by a constant factor of one-half. That is, show

{F, H} dY1 ^ dY2 ^ dY3 =
1

2
{F, H} dX1 ^ dX2 ^ dX3 .

The overall constant factor of one-half here is unimportant, because it may be simply absorbed
into the units of axial distance in the dynamics induced by the R3 bracket for axisymmetric ray
optics in the Y -variables. F
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Each of the family of hyperboloids of revolution in (11.1) comprises a layer in the hyperbolic onion
preserved by axisymmetric ray optics. We use hyperbolic polar coordinates on these layers in analogy
to spherical coordinates,

Y1 = S cosh u , Y2 = S sinh u cos , Y3 = S sinh u sin . (11.2)

The R3 bracket (9.8) thereby transforms into hyperbolic coordinates (11.2) as

{F, H} dY1 ^ dY2 ^ dY3 = � {F, H}hyperb S2 dS ^ d ^ d cosh u . (11.3)

Note that the oriented quantity

S2d cosh u ^ d = �S2d ^ d cosh u

is the area element on the hyperboloid corresponding to the constant S2.
On a constant level surface of S2 the function {F,H}hyperb only depends on (cosh u, ) so the Poisson

bracket for optical motion on any particular hyperboloid is then

{F, H} d 3Y = �S2dS ^ dF ^ dH (11.4)

= �S2dS ^ {F, H}hyperb d ^ d cosh u ,

with

{F, H}hyperb =
✓
@F

@ 

@H

@ cosh u
� @H

@ cosh u

@F

@ 

◆
.
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Being a constant of the motion, the value of S2 may be absorbed by a choice of units for any given initial
condition and the Poisson bracket for the optical motion thereby becomes canonical on each hyperboloid,

d 

dz
= { , H}hyperb =

@H

@ cosh u
, (11.5)

d cosh u

dz
= {cosh u, H}hyperb = �

@H

@ 
. (11.6)

In the Cartesian variables (Y1, Y2, Y3) 2 R3, one has cosh u = Y1/S and  = tan�1(Y3/Y2). In the
original variables,

cosh u =
X1 +X2

2S
and  = tan�1

2X3

X2 �X1
.

Example

11.1. For a paraxial harmonic guide, whose Hamiltonian is

H =
1

2
(|p|2 + |q|2) = 1

2
(X1 +X2) = Y1 , (11.7)

the ray paths consist of circles cut by the intersections of level sets of the planes Y1 = const with
the hyperboloids of revolution about the Y1-axis, given by S2 = const.

The dynamics for Y 2 R3 is given by

Ẏ =
�
Y, H

 
= rYS

2 ⇥ bY1 = 2bY1 ⇥Y , (11.8)
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on using (11.1) to transform the R3 bracket in (9.8). Thus, for the paraxial harmonic guide, the
rays spiral down the optical axis following circular helices whose radius is determined by their
initial conditions.

Exercise. Verify that Equation (11.3) transforms the R3 bracket from Cartesian to hyperboloidal
coordinates, by using the definitions in (11.2). F

Exercise. Reduce {F,H}hyperb to the conical level set S = 0. F

Exercise. Reduce the R3 dynamics of (9.8) to level sets of the Hamiltonian

H = aX1 + bX2 + cX3 ,

for constants (a, b, c). Explain how this reduction simplifies the equations of motion. F
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11.2 Geometric phase on level sets of S2 = p2�

In polar coordinates, the axisymmetric invariants are

Y1 =
1

2

✓
p2r + p2�/r

2 + r2
◆
,

Y2 =
1

2

✓
p2r + p2�/r

2 � r2
◆
,

Y3 = rpr .

Hence, the corresponding volume elements are found to be

d 3Y =: dY1 ^ dY2 ^ dY3

= d
S3

3
^ d cosh u ^ d 

= dp2� ^ dpr ^ dr . (11.9)

On a level set of S = p� this implies

S d cosh u ^ d = 2 dpr ^ dr , (11.10)

so the transformation of variables (coshu,  )! (pr, r) is canonical on level sets of S = p�.

Stokes theorem on phase space One recalls Stokes theorem on phase space,ZZ
A
dpj ^ dqj =

I
@A

pjdqj , (11.11)
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where the boundary of the phase-space area @A is taken around a loop on a closed orbit. Either in polar
coordinates or on an invariant hyperboloid S = p� this loop integral becomesI

p · dq :=

I
pjdqj =

I ⇣
p�d� + prdr

⌘
=

I ⇣S3

3
d� + coshu d 

⌘
.

Thus we may compute the total phase change around a closed periodic orbit on the level set of hyperboloid
S from I

S3

3
d� =

S3

3
��

= �
I

cosh u d | {z }
geometric ��

+

I
p · dq| {z }

dynamic ��

. (11.12)

Evidently, one may denote the total change in phase as the sum

�� = ��geom +��dyn ,

by identifying the corresponding terms in the previous formula. By the Stokes theorem (11.11), one sees
that the geometric phase associated with a periodic motion on a particular hyperboloid is given by the
hyperbolic solid angle enclosed by the orbit, times a constant factor depending on the level set value S = p�.
Thus the name: geometric phase.
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12 Geometric ray optics in anisotropic media

Every ray of light has therefore two opposite sides. . . . And since the crystal by this disposition
or virtue does not act upon the rays except when one of their sides of unusual refraction looks
toward that coast, this argues a virtue or disposition in those sides of the rays which answers to
and sympathises with that virtue or disposition of the crystal, as the poles of two magnets answer
to one another. . . .

– Newton, Opticks (1704)

Some media have directional properties that are exhibited by di↵erences in the transmission of light in
di↵erent directions. This e↵ect is seen, for example, in certain crystals. Fermat’s principle for such media
still conceives light rays as lines in space (i.e., no polarisation vectors yet), but the refractive index along
the paths of the rays in the medium is allowed to depend on both position and direction. In this case,
Theorem 2.16 adapts easily to yield the expected three-dimensional eikonal Equation (2.7).

12.1 Fermat’s and Huygens’ principles for anisotropic media

Let us investigate how Fermat’s principle (2.6) changes, when Huygens’ equation (2.18) allows the velocity
of the wave fronts to depend on direction because of material anisotropy.

We consider a medium in which the tangent vector of a light ray does not point along the normal to its
wave front, rS(r), but instead satisfies a matrix relation depending on the spatial location along the ray
path, r(s), as

dr

ds
= D�1(r)rS , (12.1)
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with ṙ(s) := dr/ds and |ṙ| = 1 for an invertible matrix function D that characterises the medium. In
components, this anisotropic Huygens equation is written

@S

@ri
= Dij(r)

drj

ds
. (12.2)

We shall write the Euler–Lagrange equation for r(s) that arises from Fermat’s principle for this anisotropic
version of Huygens’ equation and derive its corresponding Snell’s law.

We begin by taking the square on both sides of the vector Equation (12.2), which produces the anisotropic
version of the scalar eikonal Equation (2.19), now written in the form

|rS|2 = dr

ds

T

(DTD)
dr

ds
=

dri

ds
(DikDkj)

drj

ds
= n2(r, ṙ). (12.3)

Substituting this expression into Fermat’s principle yields

0 = �A = �

Z B

A
n(r(s), ṙ(s)) ds (12.4)

= �

Z B

A

q
ṙ(s) · (DTD)(r) · ṙ(s) ds.

This is the variational principle for the curve that leaves the distance between two pointsA andB stationary
under variations in a space with Riemannian metric given by G := DTD, whose element of length is
defined by

n2(r, ṙ)ds2 = dr · G(r) · dr. (12.5)

When Gij = n2(r) �ij, one recovers the isotropic case discussed in Section 2.1.
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Remark

12.1. By construction, the quantity under the integral in (12.4), now rewritten as

A =

Z B

A

p
ṙ · G(r) · ṙ ds =

Z B

A
n(r(s), ṙ(s)) ds , (12.6)

is homogeneous of degree 1 and thus is invariant under reparameterising the ray path r(s)! r(�).

Continuing the variational computation leads to

0 = �A = �

Z B

A

p
ṙ(s) · G(r) · ṙ(s) ds

=

Z B

A


@n(r, ṙ)

@r
� d

ds

✓
G(r) · ṙ
n(r, ṙ)

◆�
· �r ds

upon substituting
p

ṙ(s) · G(r) · ṙ(s) = n(r, ṙ).
Stationarity �A = 0 now yields the Euler–Lagrange equation

ṗ =
@n(r, ṙ)

@r
, with p :=

G(r) · ṙ
n(r, ṙ)

=
@n(r, ṙ)

@ṙ
, (12.7)

where the vector p is the optical momentum. This is the eikonal equation for an anisotropic medium
whose Huygens’ equation is (12.1).

Note the elegant formula

p · dr = n(r, ṙ) ds , or equivalently p · ṙ = n(r, ṙ) ,
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which follows, as in the isotropic case, from Euler’s relation (2.14) for homogeneous functions of degree 1,
and in particular for the Lagrangian in (12.6).

Exercise. Transform the arc-length variable in Fermat’s principle (12.4) to d� = n(r, ṙ)ds so
that

d�2 = dr · G(r) · dr (12.8)

and recalculate its Euler–Lagrange equation. F

Answer. Denoting r0(�) = dr/d� in Fermat’s principle (12.4) and recalculating the stationary
condition yields

0 = �A =

Z B

A


d�

2nds
r0k
@Gkl

@r
r0l � d

d�

✓
d�

nds
G · r0

◆�
· �r d�.

Applying n(r, ṙ)ds = d� leads to the Euler–Lagrange equation

1

2
r0k
@Gkl

@r
r0l � d

d�
(G(r) · r0(�)) = 0 . (12.9)

A curve r(�) satisfying this equation leaves the length between points A and B stationary under
variations and is called a geodesic with respect to the metric G(r), whose length element is
defined in Equation (12.8). N
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Exercise. Does the variational principle

0 = �A = �

Z B

A

1
2r
0(�) · G(r) · r0(�) d�

also imply the Euler–Lagrange Equation (12.9)? Prove it.

Hint: Take a look at Equation (2.12) and the remark after it about Finsler geometry and singular
Lagrangians. Does this calculation reveal a general principle about the stationary conditions of
Fermat’s principle for singular Lagrangians of degree 1 and their associated induced Lagrangians
of degree 2? F

Exercise. Show that the Euler–Lagrange Equation (12.9) may be written as

r00(�) = �G(r, r0) , with Gi := �i
jk(r)r

0jr0k (12.10)

and

�i
jk(r) =

1

2
Gil


@Glk(r)

@rj
+
@Glj(r)

@rk
� @Gjk(r)

@rl

�
, (12.11)

where GkiGil = �lk. Equation (12.11) identifies �i
jk(r) as the Christo↵el coe�cients of the

Riemannian metric Gij(r) in Equation (12.8). Note that the Christo↵el coe�cients are symmetric
under exchange of their lower indices, �i

jk(r) = �i
kj(r).
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The vector G in Equation (12.10) is called the geodesic spray of the Riemannian metric Gij(r).
Its analytical properties (e.g., smoothness) govern the behaviour of the solutions r(�) for the
geodesic paths. F

12.2 Ibn Sahl–Snell law for anisotropic media

The statement of the Ibn Sahl–Snell law relation at discontinuities of the refractive index for isotropic
media is a bit more involved for an anisotropic medium with Huygens’ equation (12.1).

A break in the direction bs of the ray vector is still expected for anisotropic media at any interface of finite
discontinuity in the material properties (refractive index and metric) that may be encountered along the
ray path r(s). According to the eikonal equation for anisotropic media (12.7) the jump in three-dimensional
optical momentum across a material interface, �p := p� p̄ must satisfy the relation

�p⇥ @n

@r
= �

✓
G(r) · ṙ
n(r, ṙ)

◆
⇥ @n

@r
= 0 . (12.12)

This means the jump in optical momentum �p at a material interface can only occur in the direction
normal to the interface. Hence, the transverse projection of the three-dimensional optical momenta onto
the tangent plane will be invariant across the interface.

Let  and  0 denote the angles of incident and transmitted momentum directions, measured from
the normal ẑ through the interface. Preservation of the transverse components of the momentum vector�

p� p̄
�
⇥ ẑ = 0 (12.13)
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means that these momentum vectors must lie in the same plane and the angles  = cos�1(p · ẑ/|p|) and
 ̄ = cos�1(p̄ · ẑ/|p̄|) must satisfy

|p| sin = |p̄| sin  ̄ (12.14)

Relation (12.14) determines the angles of incidence and transmission of the optical momentum directions.
However, the transverse components of the optical momentum alone are not enough to determine the ray
directions, in general, because the inversion using Equation (12.7) involves all three of the momentum and
velocity components.
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13 Ten geometrical features of ray optics

1. The design of axisymmetric planar optical systems reduces to multiplication of symplectic matrices
corresponding to each element of the system, as in Theorem 7.4.

2. Hamiltonian evolution occurs by canonical transformations. Such transformations may be obtained
by integrating the characteristic equations of Hamiltonian vector fields, which are defined by Poisson
bracket operations with smooth functions on phase space, as in the proof of Theorem 6.2.

3. The Poisson bracket is associated geometrically with the Jacobian for canonical transformations in
Section 10.2. Canonical transformations are generated by Poisson-bracket operations and these trans-
formations preserve the Jacobian.

4. A one-parameter symmetry, that is, an invariance under canonical transformations that are generated
by a Hamiltonian vector field Xp� = { · , p� }, separates out an angle, �, whose canonically conjugate
momentum p� is conserved. As discussed in Section 4.2, the conserved quantity p� may be an important
bifurcation parameter for the remaining reduced system. The dynamics of the angle � decouples from
the reduced system and can be determined as a quadrature after solving the reduced system.

5. Given a symmetry of the Hamiltonian, it may be wise to transform from phase-space coordinates to
invariant variables as in (5.5). This transformation defines the quotient map, which quotients out
the angle(s) conjugate to the symmetry generator. The image of the quotient map produces the
orbit manifold, a reduced manifold whose points are orbits under the symmetry transformation. The
corresponding transformation of the Poisson bracket is done using the chain rule as in (8.6). Closure
of the Poisson brackets of the invariant variables amongst themselves is a necessary condition for the
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quotient map to be a momentum map, as discussed in Section ??.

6. Closure of the Poisson brackets among an odd number of invariant variables is no cause for regret. It
only means that this Poisson bracket among the invariant variables is not canonical (symplectic). For
example, the Nambu R3 bracket (10.17) arises this way.

7. The bracket resulting from transforming to invariant variables could also be Lie–Poisson. This will
happen when the new invariant variables are quadratic in the phase-space variables, as occurs for the
Poisson brackets among the axisymmetric variables X1, X2 andX3 in (5.5). Then the Poisson brackets
among them are linear in the new variables with constant coe�cients. Those constant coe�cients are
dual to the structure constants of a Lie algebra. In that case, the brackets will take the Lie–Poisson
form (8.7) and the transformation to invariant variables will be the momentum map associated with
the action of the symmetry group on the phase space.

8. The orbits of the solutions in the space of axisymmetric invariant variables in ray optics lie on the
intersections of level sets of the Hamiltonian and the Casimir for the noncanonical bracket. The
Petzval invariant S2 = |p⇥ q|2 is the Casimir for the Nambu bracket in R3, which for axisymmetric,
translation-invariant ray optics is also a Lie–Poisson bracket. In this case, the ray paths are revealed
when the Hamiltonian knife slices through the level sets of the Petzval invariant. These level sets are
the layers of the hyperbolic onion shown in Figure 10. When restricted to a level set of the Petzval
invariant, the dynamics becomes symplectic.

9. The phases associated with reconstructing the solution from the reduced space of invariant variables
by going back to the original space of canonical coordinates and momenta naturally divide into their
geometric and dynamic parts as in Equation (11.12). In ray optics as governed by Fermat’s principle,
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the geometric phase is related to the area enclosed by a periodic solution on a symplectic level set of
the Petzval invariant S2. This is no surprise, because the Poisson bracket on the level set is determined
from the Jacobian using that area element.

10. The Lagrangian in Fermat’s principle is typically homogeneous of degree 1 and thus is singular; that is,
its Hessian determinant vanishes, as occurs in the example of Fermat’s principle in anisotropic media
discussed in Section 12. In this case, the ray directions cannot be determined from the optical momen-
tum and the coordinate along the ray. In particular, Snell’s law of refraction at an interface determines
momentum directions, but not ray directions. Even so, the Euler–Lagrange equations resulting from
Fermat’s principle may be regularised by using an induced Lagrangian that is homogeneous of degree
2, in the sense that reparameterised solutions for the ray paths may be obtained from the resulting
ordinary di↵erential equations.

The Euler–Lagrange Equation (12.9) for geometric optics may be written equivalently in the form
(12.10), which shows that ray paths follow geodesic motion through a Riemannian space with a metric
that is determined from optical material parameters whose physical meaning is derived from Huygens’
equation relating the ray path to the motion of the wave front.
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